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Executive Summary

In this document we provide a report which describes the demonstration of afirst prototype of
the MUSKETEER platform. The demonstration involves the end-to-end execution of data
sharing and federated machine learning on synthetic data and one real-world use case. It
supports different privacy operating modes and uses a basic dashboard to support user
interactions with the platform.

Document History

Version Date Status Author Comment

1 08 May 2020 First version for Mathieu Sinn First draft
internal review

2 15 May 2020 Final version for Mathieu Sinn Draft for
internal review review

3 Review inputs Antoine Garnier Update

4 Review inputs Marcos Fernandez Update

5 Final Version Update

6 23 May 2020 Clean and submission ~ Gal Weiss Final

D3.3 First prototype of the MUSKETEER platform 2



Machine L earning to Augment Shared Knowledgein f
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

Table of Contents

LIST OF FIGURES ... .ottt ettt st nna e ne e naeeneas 4
IS IO ] 1Y = I RS 4
LIST OF ACRONYMSAND ABBREVIATIONS ..ottt 6
1 INTRODUCTION ..ottt st sbe e s te e b e e be e s e e enbeesraeebeeanaeaseas 7
0 R = 7= oS0 011 Vo OSSPSR 7
1.2 Federated | arNIiNg ... ..ot e 8
1.3 Reated OCUMENTS.......ccieiecee ettt et et e s e s seeaesreesseeneennens 8
0 O 11 1 1 [OOSR 8
2 PROTOTYPE COMPONENTS ...ttt neas 9
P25 R O [0 o o] = {0 o PSS 9
A W o I o1 1= 11 o 0 PSS 10
G T 1 0] 8 410 o TS 11
R O [T~ | o= Tex = T = TSSO 11
3 EXAMPLES OF END-TO-END EXECUTIONS........ccoiieieceeee et 12
G50 R |V 1 (V7= 14 o] S 12
3.2 INstallation INSEFUCTIONS........ccueiieiecie et sse e e e sreenesneens 15
3.3 SYNNELIC AALA......ccui ettt e r e e sreene e 17
3.3 1 TEMINGAI WINAOWS......oicuiiieceeecte et ettt et s e ste st e be st e besaeesbeeabesbeenbesaeansesseessesasesbeensesaeentesseestesseentessentenns 17
GG N 1)/ (= (011 000 OSSP P PP 23
3.3.3 Graphical user iNterfate MOCK-UD .........ciiriiriiirieerieiriesies ettt b e e b s ebeseene 28
34 Usecase: Smart ManufaCtuUring......c.cccceeceieerieesesieeseeseseeseesie e see e seesee e essesseens 32
341 Data SCIENCE WOTKFIOW .....cuiieiieie ittt ettt s e st b e s bt b b e sbesee st e e s 32
3.4.2 Integration with the MUSKETEER PlatfOrm.........ccoeoiiiiiiinireneereeneeree et 36
4 CONCLUSIONS. ...ttt s sae e sbe e ssaeebeesseeeseesneeenseesnsaens 39
5 REFERENGCES...... ..ottt ettt sttt et e e e ana e e n e e saneereeenes 39

D3.3 First prototype of the MUSKETEER platform 3



Machine L earning to Augment Shared Knowledgein T
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

List of Figures

Figure 1: MUSKETEER’S PERT diagram.........ccccoovuirinierininieieeee et 7
Figure 2: MUSKETEER platform architecture (final Version)..........cccocevvevvneeneeseseeseenn, 10
Figure 3: User registration on the MUSKETEER platform.........cccoeceeviiiiicie e, 12
Figure 4: Create Federated ML task on the MUSKETEER platform...........cocecvvineiiincnnne. 13
Figure 5: List tasks on the MUSKETEER Platform ..o 13
Figure 6: Join task on the MUSKETEER platform...........ccccoeeviiieiicce e 14
Figure 7: Communication from the aggregator to task partiCipants.............ccoceeeeeiverereenereenne 14
Figure 8: Communication from the task participants to the aggregator .............ccceevevvvvenennnen. 15
Figure 9: Registering the aggregator user viaterminal ............ccccevveveieevecce e, 18
Figure 10: Registering the participant-1 user viaterminal ...........cccccoeeeveineeinseseee e, 18
Figure 11: Registering the participant-2 user viatermingl .............ocovevevennenenienesese e 19
Figure 12: Creating afederated learning task viaterminal ............ccccccceveeveecncececce e, 19
Figure 13: Starting the aggregator PrOCESS. ..........cuueieeiereerieeneeeeeseeeseesseesseeeesseessesnsesseesaesneas 20
Figure 14: Listing federated 1€arning taskS..........ccouierininenineee e 21
Figure 15: Joining atask as PartiCipant...........cccceeeeieeieseeseccie e 21
Figure 16: Performing the federated learning on the aggregator side (start) .........ccccceevveevnens 21
Figure 17: Performing the federated learning on the participant side (start) ..........cccocevereenee. 22
Figure 18: Termination of the federated learning on the aggregator side..........c.ccceevvvernennen. 22
Figure 19: Termination of the federated learning on the participant 1 side.........c.ccccceeevveenenns 23
Figure 20: Termination of the federated learning on the participant 2 side............cccccceeereenee. 23
Figure 21: Jupyter NOtEDOOK trEE VIEW .........cciuieieeiesie e 24
Figure 22: Demonstrator NOLEDOOKS...........ceeiieiiiieie ettt 24
Figure 23: Task creator notebook - 10ading PrereqUISITES. ..o 24
Figure 24: Task creator NotebooK - regiStering USEY ........coevereeiiieeriere e 25
Figure 25: Task creator notebook - listing existing tasks.........ccccveieeveieeveeie e, 25
Figure 26: Task creator notebook - Creating anNew task ...........ccccevererereneneseeeeesese e 26
Figure 27: Task creator notebook - aggregator process (Start).......cocevvrerererererieereniesie e 26
Figure 28: Task participant notebook - loading prereqUISIteS...........cocvveeveececeeneccie e, 27
Figure 29: Task participant NotebooK — regiStering USEX ........ccocveeererrereeneeie e seesee e 27
Figure 30: Task participant notebook - [1SiNg taskS .........cccevereriiiiiereee e 27
Figure 31: Task participant notebook - joiNiNG atasK..........cceeveeereeceseesece e 28
Figure 32: Task participant notebook - participant process (Start)..........cceveeeereererieeseenennnn. 28
Figure 33: Graphical user interface - 10gin PAgE.........cocveireririeee s 29
Figure 34: Graphical user interface - User registration...........ccccveeeveeveseeseese e 29
Figure 35: Graphical user interface - task lIStiNg .......ccceveuveviiiie e 30
Figure 36: Graphical user interface - task Creation .............cceeeeeieiierereneseseeee e 30
Figure 37: Graphical user interface - task OPErationsS .........cocveceeeereeieseeseee s 31
Figure 38: Graphical user interface - task eXeCution SEttiNgS .........ccccveveeiieeiiecciee e 31
Figure 39: Graphical user interface - task reSuUlt ...........covveririeeiciere e 32
Figure 40: Use case task creator notebook — task definition............cccccevveveecvceececceseeseene, 37
Figure 41: Use case task participant notebook — training execution (Start) ...........cccceeevevnnnns 38

List of Tables

Table 1: Confusion matrix when training on FPS2 and testing on FPS2...........cccovccevveiieenenn, 34
Table 2: Confusion matrix when training on FPS2 and testing on FPD2...........cccccoevvvevenee. 34

D3.3 First prototype of the MUSKETEER platform 4



Machine L earning to Augment Shared Knowledgein f
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

Table 3: Confusion matrix when training on FPS2 and testing on FPS2 + FPD2................... 35
Table 4: Confusion matrix when training on FPD2 and testing on FPS2............cccccoovveniniene 35
Table 5: Confusion matrix when training on FPD2 and testing on FPD2 ..........cc.cccooveiienen. 35
Table 6: Confusion matrix when training on FPD2 and testing on FPS2 + FPD2 .................. 35
Table 7: Confusion matrix when training on FPS2 + FPD2 and testing on FPS2 ................... 35
Table 8: Confusion matrix when training on FPD2 + FPS2 and testing on FPD2 .................. 35

Table 9: Confusion matrix when training on FPS2 + FPD2 and testing on FPS2 + FPD2 ..... 36
Table 10: Confusion matrix for federated training on FPS2 + FPD2 and testing on FPS2 ..... 38
Table 11: Confusion matrix for federated training on FPS2 + FPD2 and testing on FPD2 .... 39
Table 12: Confusion matrix for federated training on FPS2 + FPD2 and testing on FPS2 +

D3.3 First prototype of the MUSKETEER platform 5



Machine L earning to Augment Shared Knowledgein ‘r
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

List of Acronyms and Abbreviations

Abbreviation Definition

AMQP Advanced Message Queuing Protocol
API Application Programming Interface
CNN Convolutional Neural Network
HTTP HyperText Transfer Protocol

ML Machine Learning

POM Privacy Operation Mode

VM Virtual Machine

WP Work Package

D3.3 First prototype of the MUSKETEER platform



Machine L earning to Augment Shared Knowledgein ‘r
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

1 I ntroduction

1.1 Background

The purpose of the MUSKETEER platform is to enable participants of the data economy to
participate in federated Machine Learning (ML) and thereby realize the value of their data
assets, while preventing the leakage of information that is proprietary, confidential, personally
sensitive, or that must not be shared because of other legal or regulatory requirements.
Functionally, the platform has to provide the infrastructure and implement the services that
are required to enable the secure and privacy-preserving federated ML algorithms devel oped
in WP4 and WP5 (see Figure 1 for an overview of the MUSKETEER work packages) in end-
to-end applications. It must also support the assessments to be carried it out in WP6 and
provide interfaces which allow for the development of client connectors and end-to-end
demonstration of the industrial use casesin WP7.

In this document we provide areport which describes the demonstration of afirst prototype of
the MUSKETEER platform. The purpose of this document is to give readers aview on the
main interactions with the MUSKETEER platform in order to perform end-to-end execution
of data sharing and federated machine learning; the workflow is demonstrated on synthetic
data and one real-world use case. Moreover the document provides instructions for setting up
local instances and connectors to the platform, so that the reader can set up their own
environment for experimenting with the platform functionality. Finally, the document
presents a set of high-fidelity mock-ups of the platform’s user interface as aresult of the task
T3.5 - Interfaces: development of front-end / dashboards for standard reporting, showing the
user interaction with the MUSKETEER server through the client connector.
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Figurel: MUSKETEER’s PERT diagram
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1.2 Federated learning

Here we briefly recapitulate the key concepts of federated ML. For amore detailed review,
werefer to D4.1. The goal of federated ML isto createaML model, leveraging distributed
data sets without having to centralize those. In the MUSKETEER project, federated ML is
extended to support different Privacy Operation M odes (POMs), which control the amount
of information that the data owners share during the model training and validation process. In
POMs 1-3 (which closely follow conventional federated ML protocols), the moddl training is
coordinated by a central instance, called aggregator, while the data owners act as
participants. Model training is typically performed iteratively throughout a number of
rounds which is either determined a priori, or dynamically, e.g. by considering a model
convergence criterion. In each round, the aggregator dispatches the current central version of
the model to all the participants. The participants then compute updates to that model based
on their local data, and send the updates back to the aggregator. Model updates can either be
in the form of gradients, or in the form of new versions of the model. Upon having received
the updates from all participants, the aggregator incorporates them (e.g. by taking an average
of al the updates) into the new version of the central model. After the training rounds have
completed, the aggregator holds the final version of the model (which under certain POMs
may be encrypted), which can then be centrally stored for later use and/or deployed by the
participants in their local production environments.

1.3 Reéated documents

This deliverableis related to the following documents (also see Figure 1 for more context):

e D3.1and D3.2, describing the initial and final version of the
MUSKETEER platform architecture, respectively. We will refer to
these deliverables for detailed documentation of the technical
requirements which drove the development of the platform, background
on the cloud-based architecture, and a complete documentation of the
Application Programming Interfaces (APIs) for interacting with the
platform.

e D2.1, describing the industrial and technical requirements for the
MUSKETEER platform. We will refer to this deliverable for more
background on the Smart Manufacturing use case which will be part of
the demonstration described here.

e D4.1 and D4.2, describing and demonstrating the types of federated ML
algorithms to be developed during the project and to be supported by
the MUSKETEER platform.

e D7.1, describing the initial version of the client connectors’ architecture
design. We will refer to this deliverable for more information about the
envisioned packaging and deployment of the MUSKETEER platform
client connectors in end users’ computationa environments.

1.4 Outline
The remainder of this document is structured as follows:

e |n Section 2 we describe the components of the first prototype of the
platform: the cloud platform, the alternative local platform, the APIs for
interacting with the platform, the simple placeholder prototype for

D3.3 First prototype of the MUSKETEER platform 8
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client connectors (the full client connectors will be developed in WP7),
and the mock-ups that were produced along with a brief description of
the depicted functionalities and the user’s interactions with the
platform. We note that the local platform, the APIs and the client
connectors prototype are all available open source under an Apache 2.0
license[1][2].

e Section 3 provides awalk-through of the two exemplary
demonstrations on synthetic and real-world data; this section also
recapitulates the steps for creating alocal compute environment in
which the reader can experiment with the open source software and the
platform functionality.

e In Section 4 we provide conclusions and an outlook on future work
towards the final prototype of the MUSKETEER platform.

2 Prototype components

2.1 Cloud platform

The MUSKETEER cloud platform is the central component enabling the creation and
execution of data sharing and federated machine learning tasks among geographically
dispersed participants. A diagram of the platform architecture is shown in Figure 2.

For detailed information we refer to deliverable D3.2. Here we only note at a high level:

e The cloud platform uses message queues for asynchronous exchange of
information required for federated learning, such as the latest version of
the central model computed by the aggregator, or model updates
computed by the participants on their local data. The platform itself is
agnostic to the semantics of thisinformation (generally it will not even
be aware whether or not the information is encrypted); it is parsed and
interpreted in the context of the federated |earning algorithm processes
running on the aggregator and participants’ sides, respectively.

e Besidesthe exchange of information for the execution of the actua
federated learning tasks, the platform also provides services to manage
tasks throughout their lifecycle, such as. creating new tasks, browsing
created tasks, joining tasks as a participant, or deleting tasks. The meta
information that is required for task management is stored in a cloud
database.

For the duration of the MUSKETEER project, four instances of the cloud platform have been
instantiated, running in the IBM® Cloud™ [3] hosted in Frankfurt, Germany. One instance is
used for continuous integration and testing of new platform features (within WP3), one
instance for the development and testing of federated learning algorithms (within WP4, WP5,
WP®6), and two dedicated instances to support the real-world use cases in Smart
Manufacturing and Healthcare, respectively (within WP7).

Aswe will seein the end-to-end walk-through in Section 3, credentials provided by IBM are
required to avail of the cloud platform’s services.

D3.3 First prototype of the MUSKETEER platform 9
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Figure2: MUSKETEER platform ar chitecture (final version)

2.2 Local platform

As an alternative to the cloud platform, we have also developed, in WP3, alocal platform for
enabling federated learning. The purpose of the local platform isto enable lightweight local
development and experimentation with federated learning algorithms. The designated use
case is when the aggregator and participants’ compute processes are all running within the
same local network, e.g. on the same laptop or within the same compute cluster. Thus, the
local platform does not support the execution of federated learning algorithms in real-world
scenarios where participants are geographically dispersed or hosted in separate compute
environments.

The local platform provides advantages for the rapid development, testing and performance
evaluation of federated learning algorithms. In particular, it doesn’t incur the communication
overhead of transmitting information between federated |learning aggregators and participants
viathe central communication services hosted in the IBM® Cloud™. Another purpose of the
local platform isto allow researchers to experiment with the federated learning algorithms
developed in WP4 and WP5 without having to rely on the cloud platform or requiring
credentialsto accessiit.

Thelocal platform isimplemented using the Python Flask framework [4], where alightweight
webserver is deployed on the local compute host, and the aggregator and participants of the
federated ML task exchange information viaHT TP requests to that server. The
implementation of the local platform is released open sourcein [1] under an Apache 2.0
license.

D3.3 First prototype of the MUSKETEER platform 10
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2.3 Platform APIs

The cloud platform exposes A pplication Programming Interfaces (APIs) allowing algorithm
and web developersto create federated ML algorithms and user interfaces for end users
leveraging the platform’s functionality. At a low level, the APIs use the Advanced Message
Queuing Protocol (AMQP) for communicating with the platform over the internet (see D3.2
for more details). To facilitate rapid development and to abstract from details of the message
protocol, a higher-level Python API has been devel oped and open sourced under WP3 [2]. It
provides Python function calls, e.g., to create new federated ML tasks in the platform, browse
available tasks, join tasks, and execute actual training algorithms as aggregator or participant.
The API is designed to work both with cloud and local platform deployments. This way, for
example, algorithm developers can use alocal platform deployment for development and
testing, and then their algorithms can be used with the cloud platform for real-world
deployments. A complete documentation of this API isincluded in D3.2.

2.4 Client package

As last component of the demonstrator, a light-weight client package has been developed in
WP3 and — same as the platform Python API — released open source under an Apache 2.0
license [1]. We note that the final, full-scale client package for MUSKETEER isto be
developed under WP7; the client package demonstrated in this deliverable only provides
minimum functionality and serves only as a basic example of how the MUSKETEER
platform enabl es end-to-end data sharing and federated learning workflows. The client
package contains a simple federated |earning algorithm for training a Convolutional Neural
Network (CNN) classifier implemented in Keras [5]. The final WP7 client package will
contain the full suite of algorithms developed in WP4; again, the package demonstrated in this
deliverable only serves as a simple working example.

D3.3 First prototype of the MUSKETEER platform 1
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3 Examples of end-to-end executions

In this section we present actual examples demontrating the end-to-end execution of data
sharing and federated learning viathe MUSKETEER platform. In Section 3.1, we first
explain the workflow at ahigh-level. Section 3.2 provides instructions for setting up local
compute environments to execute the demonstrator; finally, Section 3.3 and 3.4 provide
detailed walk-throughs of the demonstrations on synthetic data and on real-world data from
the Smart Manufacturing use case, respectively.

3.1 Motivation

Asamotivation, and to explain the basic interactions with the MUSKETEER platform at a
high level, we provide afictious example. Consider Alice, afictious Data Scientist in a
fictious organization A, who has an ML task for which she would like to train a model, but no
training data available within her organization. Therefore, she would like to harness the
MUSKETEER platform to leverage training data owned by other parties. John and Jack, from
organizations B and C, have access to local data that may be valuable for Alice’s task.
Together, they can use the MUSKETEER platform to collaboratively train aML model in a
federated fashion, without having to share or centralize the actual data. Thereby, they will be
ableto unlock additional value of their data, and all will benefit from creating and training of
the ML model.

In order to use the MUSKETEER platform, Alice, John and Jack first must register their own
respective user names and password (Figure 3). Once registered, al their subsequent
interactions with the platform will utilize those credentials.

ezl ¥ ngS[‘
er
b Ccoypny
ff

register account Alice

' (7Y B ——#%  Musketeer Platform
yack
count 2=
cegister 25

Figure 3: User registration on the MUSKETEER platform

After registering with the platform, Alice will create afederated ML task in the
MUSKETEER platform. The task creation process requires Alice to define the machine
learning task in detail as shown in Figure 4. The task definition may contain information such
as the number of participants, the number of training epochs and rounds, and other common
parameters of ML model training such as batch sizes, learning rates, etc. Upon successful

D3.3 First prototype of the MUSKETEER platform 12
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creation, the task will be assigned with a unique name (“Task005” in this example). In the
following, Alice will be playing the role of atask creator in the MUSKETEER platform.

create task named Task005
J&= = > Musketeer Platform
=i task_definition = {"aggregator": "algorithm.Rggregator",

u "participant”: "algorithm.Participant”,

"gquorum": 2,

"round": 5,

"epoch": 2,

"batech size": 256,

"learning rate": 0.001,

"training size": 3000,

"test size": 1000,

}

Figure 4: Create Federated ML task on the MUSKETEER platform

Astask creator, Alice will also execute the aggregator side of the federated training processin
her computational environment. In this example, the training quorum is 2 (see Figure 4), i.e.
exactly two participants need to have joined the task before the training begins.

John and Jack can avail of the MUSKETEER platform services to explore federated ML tasks
created by other users, including the task “Task005” that was created by Alice. By inspecting
the definition of the task (which could also include meta information provided in full text),
they can determine whether their available datafits the task’s requirements and ultimately
decide whether they want to join that task as participant (Figure 5).

7 ™

A |_ist task

5 0 *  Musketeer Platform

Task001 \ /
Task002
Task003
Task004
Task005
Task006

Figure5: List taskson the MUSKETEER platform

Once they make the decision to participate in a specific task (typically independently and
unbeknownst of each other), they can avail of the platform services to join that task (Figure 6)
and assuming the role of task participantsin the following.

D3.3 First prototype of the MUSKETEER platform 13
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Figure6: Join task on the MUSKETEER platform

With two participants having joined, the starting criterion of Alice‘s task has been satisfied,
and so the training process of the machine learning task can start and run throughout the
number of iterations specified in the task definition. The exact flow of information among
participants and aggregators during the training process depends on the specific POM; in the
following, we use standard federated ML training in accordanceto POM1 (see D4.1) asa
running example.

Firstly, the aggregator sends an initia version of the ML model to both participants. This can
be done via a broadcast function in order to save communication costs, asillustrated in Figure
7. Without a broadcast function, the aggregator would have to send the same model

repeatedly to the platform (once per participant) which will then relay the model to the
specific designated sender. In practice, amodel update could size up to tens of gigabytes, and
therefore transferring such alarge model severa times through a cloud network would
consume alot of bandwidth. After broadcasting the model, the aggregator waits for incoming
model updates from each of the participants.

« Participant

Aggregator } Musketeer Platform il:

A

A

" Participant

Figure 7: Communication from the aggregator to task participants

Secondly, each participant — after receiving the model from the aggregator — will update its
local model, continue to train the model locally with their local data and obtain anew local
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model update. Then, thislocal model update will be transferred back to the aggregator
through the MUSKETEER platform as shown in Figure 8. The aggregator will then collect
these new model updates from all the participants, average them to produce a new model
update, which then is broadcasted again to the participants for the next iteration. After a
specified number of such iterations, the training will end and the aggregator will obtain afinal
version of the trained model, thus completing the federated ML task created by Alice.

Participant

o T -
K T -

Aggregator P Musketeer Platform

¥ A

Participant

Figure 8: Communication from thetask participantsto the aggregator

Upon completion, the final trained model could be stored by the aggregator in the
MUSKETEER platform for later use, and/or sent to task participants who could then deploy
the model in their respective local production environments.

3.2 Installation instructions

Before turning to the actual demonstrations in Section 3.3 and 3.4, wefirst provide
instructions for setting up alocal compute environment within which the interactions with the
MUSKETEER platform can be performed. The instructions can aso be found on the
README page of the open source repository [1].

It is assumed that all development (e.g., of federated learning agorithms or of platform
interfaces for end users) takes place in Python, using at least version 3.6. To speed up the
creation of adevelopment environment and generally for ease of use, an automated way for
provisioning avirtual machine (VM) is provided. During the provisioning of the VM, all
appropriate dependencies are installed. To take advantage of this automated build process,
Vagrant [6] must be installed on the local compute system, and backed by a hypervisor such
as VirtualBox [7].

For Mac users, these installations can be performed using HomeBrew [8]:
brew cask install virtualbox
brew cask install vagrant

vagrant plugin install vagrant-vbguest
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Or, on Windows, using the following resources:
Install VirtualBox - https://www.virtualbox.org/wiki/Downloads
Install Vagrant - https://www.vagrantup.com/downloads.html

vagrant plugin install vagrant-vbguest

Users who choose not to bring up a VM should refer to the Vagrantfilein [1] for
dependencies to manually install.

In the following it is assumed that the user has cloned or downloaded therepository [1] and
has opened aterminal and navigated to the root directory of the local replica of the
repository. At the time of writing, tag v0.1 in the repository is the | atest release.

To createthe VM, from the terminal, run:
vagrant up
Thiswill take afew minutes. Upon completion, to log into the VM, run:

vagrant ssh

that the current directory will be shared between the host and the VM. To stop the VM.

vagrant halt
And to deletethe VM :

vagrant destroy

Note: In order to avail of the MUSKETEER cloud platform’s services, credentials and the
server certificate must be available. Those are avail able upon request from the IBM team.

Thereisatest provided which will verify access to the platform based on the available
credentials. Logged into the VM, run:

python3 -m pytest tests/basic.py --credentials=<CREDENTIALS FILE> -srx -s

to perform the test, where <CREDENTIALS FILE> should be replaced by the name of thefile
containing the credentials and server certificate provided by IBM.

To facilitate research and rapid prototyping without dependency on cloud resources, we
provide alocal version of the MUSKETEER platform (see Section 2.2). Thislocal version
has the limitation that only one federated |earning task can be running at atime. In order to
instantiate thelocal platform, run:
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python3 local_platform/musketeer.py

Finally, for this demonstrator we use Jupyter notebooks[9] as asimple dashboard and user
interface for interacting with the MUSKETEER platform (the final client package developed
in WP7 will provide more advanced graphical user interfaces). To start the Jupyter
notebook server, run the following two commands in the terminal:

jupyter notebook password

jupyter notebook --ip=0.0.0.0 &

The first command will result in a prompt to enter (and verify) a password for the Jupyter
notebooks. After executing the second command, open 127.0.0.1:8881 in your host
browser (tested with Chrome and Firefox), enter the password you chose and then you should
see the navigation tree. The notebooks/ subfolder contains the actual notebooks that will be
used to drive the demos in the following sections.

For users who do not use the VM and run the demo directly in their local environment, the
Jupyter notebook server should be started as follows:

jupyter notebook --ip=127.0.0.1 &

3.3 Synthetic data

In this section, we present the demonstration on a synthetic example: training a CNN
classifier on the MNIST dataset [10]. In this synthetic example, the aggregator and training
participants will all have different random subsets of the MNIST dataset and use them for
their local model updates and evaluations.

We first show how to run the demo via Python scripts in terminal windows, then walk
through the demo driven by Jupyter notebooks, and finally show a mock-up of user
interactions viaagraphical user interface.

3.3.1 Terminal windows

This demo is driven by the Python scripts contained in the demo/ subdirectory. Three different
terminal windows need to be opened to run this demo. (If the local platform is used, then a
fourth terminal needs to be opened to instantiate it; see above.) When using the VM, one
needs to ssh into the VM in each of the three terminals. In the following, we will refer to the
three terminals as aggregator terminal, participant-1terminal and participant-2 terminal,
respectively. In all three terminals, we first change to the demo/ subdirectory.

Asfirst step in the aggregator terminal, we will register the user who is going to serve as task
creator and aggregator:

python3 register.py --credentials <CREDENTIALS FILE> --user <AGGREGATOR USERNAME>
--password <AGGREGATOR PASSWORD> --org <AGGREGATOR ORGANIZATION> --platform <CLOUD
OR LOCAL>
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The parameters here should be set as follows:

e <CREDENTIALS FILE> should bereplaced by the name of thefile
containing the credentials and server certificate provided by IBM. If the
local platformisused, set thisto the ../local_credential_sample.json

e <AGGREGATOR USERNAME> should be replaced by the username under
which the aggregator registers. We recommend this to be a string of 8-
16 characters without spaces or escape characters. Note: the same
username can only be used once, i.e. if auser had registered with the
same before, an error will be thrown.

e <AGGREGATOR PASSWORD> should be replaced by the password chosen by
the aggregator user which will be used for authentication in further
interactions with the platform. We recommend this to be a string of 8-
16 characters without spaces or escape characters.

e <AGGREGATOR ORGANIZATION> should be replaced by the organization of
the user. This parameter isn’t strictly required for further platform
interactions but rather for information purposes.

e <CLOUD OR LOCAL> should be replaced by either cloud or local,
indicating whether the cloud or local platform isto be used. The
credentials file above needs to be set accordingly.

An example of this step is shown in the screenshot in Figure 9.

Figure 9: Registering the aggregator user viaterminal

Next, we will register the two designated participants of this demonstration task, using the
same command as for registering the aggregator except that the usernames, passwords and
organization are those for the participants. Example of these registration steps are shown in
Figure 10 and Figure 11.

We note that, while in this simple demonstration the two participants could register from the
same terminal as the aggregator and use the same credentialsfile, in real-world scenarios the
participants will register from different hosts, possibly belonging to different organizations
and located in different geographies, and use their own dedicated cloud credentials.

Figure 10: Registering the participant-1 user via terminal
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Figure 11: Registering the participant-2 user viaterminal

Next, the aggregator user will create the federated learning task viathe following command:

python3 creator.py --credentials <CREDENTIALS FILE> --user <AGGREGATOR USERNAME> -
-password <AGGREGATOR PASSWORD> --task_name <TASK NAME> --platform <CLOUD OR
LOCAL>

Here <CREDENTIALS FILE> and <CLOUD OR LOCAL> arethe same as before, and <AGGREGATOR
USERNAME> and <AGGREGATOR PASSWORD> are the username and password provided in the
registration step above. <TASK NAME> isaname for the newly created task chosen by the
aggregator, with the same recommendations regarding string length and escape characters as
before; also, same as for usernames, task names need to be unique, hence, if atask of the
same name had been created before, the platform will return an error message.

Figure 12 shows an example of the task creation step. We note that the message returned by
the platform contains meta information that the platforms stores about the newly created task,
such as its name, by whom and when it was created, and the actual task definition, whichisin
the form of adictionary. Deciding on the specifics of the task definition is up to the task
creator; in the above command for task creation the task definition does not explicitly occur;
itis hard-coded in the creator. py script, lines 89-98.

Figure 12: Creating a federated learning task via terminal

Herewelook at the task definition more carefully:

{
"aggregator": "neural_network.Aggregator",
"participant”: "neural_network.Participant”,
"quorum": 2,
"round": 5,
"epoch": 2,
"batch_size": 256,
"learning_rate": 0.001,
"training_size": 10000,
"test_size": 1000
}
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The "aggregator" and "participant" fields reference the code that the aggregator and
participants shall execute as part of the actual federated learning. It refersto the classes
Aggregator and Participant in the Python module neural_network.py, which islocated
under the f1_algorithm/ directory in the client package. In the final version of the
MUSKETEER platform, agorithms from the federated ML library developed under WP4 will
be developed at this place.

The "quorum” parameter specifies the number of participants that need to have joined the task
before the training will start. "round” isthe number of rounds during which participants
locally compute updates on the latest model shared by the aggregator (compare with the high-
level description of federated learning algorithms provided in Section 1.2), where the updates
are obtained over "epoch" number of epochs, using batches of size "batch_size" and the
learning rate "learning_rate". "training_size" and "test_size" specify the number of
data points from the MNIST dataset that will be used locally by the participants for
training/updating and testing the ML model.

Upon creation of the task, the aggregator can now initiate the training process by locally
starting the aggregator process:

python3 aggregator.py --credentials <CREDENTIALS FILE> --user <AGGREGATOR
USERNAME> --password <AGGREGATOR PASSWORD> --task_name <TASK NAME> --platform
<CLOUD OR LOCAL>

Here <TASK NAME> refersto the task created above by its unique name. Effectively, in line 91,
the aggregator. py script will retrieve the corresponding task definition from the
MUSKETEER platform, and in line 102 execute the .start() method implemented by the
neural_network.Aggregator class. We note that in that method (line 176 in the
neural_network.Aggregator class), the aggregator training process will wait until the number
of participants specified in the "quorum" field of the task definition has joined the task; this
can also be seen in the log message after starting the aggregator process (see Figure 13).
Inspecting the log messages, we can also see that the aggregator process has already started
the Keras TensorFow backend, which will be used later on for performing machine learning
operations, and downloaded the MNIST dataset from https://s3.amazonaws.com/img-
datasets/mnist.npz.

Figure 13: Starting the aggregator process

In parallel, from their respective terminal windows, participants 1 and 2 can list the available
tasks in the platform using the following command:

python3 listing.py --credentials <CREDENTIALS FILE> --user <PARTICIPANT USERNAME>
--password <PARTICIPANT PASSWORD> --platform <CLOUD OR LOCAL>
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For participant 1, this operation is shown in Figure 14. We note that, in general, many more
tasks besides the one created above may be listed via this command, e.g. tasks created by
other usersin the past, including tasks for which the training may already have been
completed.

Figure 14: Listing federated learning tasks

The next step is for participants 1 and 2, in their respective terminal windows to join the task
task-demo3. 3 that was created by the aggregator above. Thisis done using the following
command:

python3 join.py --credentials <CREDENTIALS FILE> --user <PARTICIPANT USERNAME> --
password <PARTICIPANT PASSWORD> --task_name <TASK NAME> --platform <CLOUD OR
LOCAL>

Figure 15 shows this step for participant 1.

Figure 15: Joining atask as participant

After both participant 1 and 2 have joined, we can see in the log messages from the
aggregator process that the quorum of two participantsis found to be present (see Figure 16).
At this point, the aggregator process will start the actual training and — as can be seen from
the log messages — send theinitial version of the neural network to the participants for them
to update it on their local data.

Figure 16: Performing the federated learning on the aggregator side (start)

In order to close the loop and initiate the corresponding actions on the participants’ side,
participant 1 and 2 need to start their local training processes viathe following command:
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python3 participant.py --credentials <CREDENTIALS FILE> --user <PARTICIPANT
USERNAME> --password <PARTICIPANT PASSWORD> --task _name <TASK NAME> --platform
<CLOUD OR LOCAL>

Figure 17 shows this step for participant 1. As can be seen, upon starting the participant’s
training processit will immediately update the model received from the aggregator on the
local data and then send the model update back to the aggregator.

Zaregat

Figure 17: Performing the federated learning on the participant side (start)

From this point onwards the training process between the aggregator and the two participants
is performed iteratively as described in Section 1.2 throughout the total 5 rounds (numbered O,
1, 2, 3, 4) prescribed in the task definition.

Figure 18, Figure 19 and Figure 20 show the log messages from the last round of updates and
the termination messages for the aggregator, participant 1 and participant 2. As can be seen,
the final testing accuracy (evaluated on the aggregator side) is around 99%. Before the
termination, the aggregator dispatches the final model to the participants. In this simple
demonstration, no further action is taken on their side, however, in future versions of the
platform with the fully developed client connectors there may be end-to-end support for
putting the trained models into production on the participants’ sides.

Figure 18: Termination of the federated learning on the aggregator side
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Figure 20: Termination of the federated learning on the participant 2 side

3.3.2 Jupyter notebooks

Next, we show how to drive the interactions with the MUSKETEER platform through Jupyter
notebooks. Here, we assume the Jupyter notebook server has been started and the tree view
been opened in alocal web browser (see Section 3.2), thus the user should see a screen
similar to what is shown in Figure 21.

D3.3 First prototype of the MUSKETEER platform 23



Machine L earning to Augment Shared Knowledgein ‘r
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

JupEyter i Ligpind

Eao erm e e ackEen an e Upidsd  Hom = -3
1 o« S b & = Bl el
17 g g
LRl S 8
17 e

1B g s

12 gy s
8 T g s vl
LiCEhd e T R T
1 ey g =i h
RCADRAL rwi 1 cepy s Sl -
Y i C 11 g o B

§ ruwil s oL 108 kS

Figure 21: Jupyter notebook treeview

Opening the notebooks/ folder, the user should then see the two notebooks that will drive the
demonstrator: task_creator.ipnyb and task_participant.ipnyb (See Figure 22).
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Figure 22: Demonstrator notebooks

First, we look at the notebook task_creator.ipnyb which drives the interactions of atask
creator / aggregator with the MUSKETEER platform. The first cell (Figure 23) loads the
required dependencies into the Python notebook environment.

Load prerequisites
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Figure 23: Task creator notebook - loading prerequisites
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The next two cells (Figure 24) alow the task creator to register a username and a password
with the MUSKETEER platform. The same comments as above regarding the length, escape
characters and the uniqueness of the username apply.

Create a user namae and password
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Figure 24: Task creator notebook - registering user

The next three cells (Figure 25) let the task creator retrieve alist of existing federated learning
tasks in the MUSKETEER platform, display the total number of existing tasks, and list details
(name, creation time and status) of tasks that were created within the last 24 hours. Note:
depending on the recent usage of the platform, this may be an extensivelist.

Listing existing Federated ML tasks
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Figure 25: Task creator notebook - listing existing tasks

The next five cells (Figure 26) drive the creation of a new federated learning task. The task
definition is the same as in the previous section, and the same comment regarding task
naming applies. As shown in the following cells, the task creator is able to confirm that the
newly created task isindeed available in the MUSKETEER platform, aong with its meta
information and the task definition details.
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Creating a new Federated ML task
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Figure 26: Task creator notebook - creating a new task

Thefinal cell in this notebook (Figure 27) starts the aggregator part of the federated | earning
process. Same as in the previous sections, the first few log messages show that the aggregator
iswaiting for the quorum of two participants to be met.

Running thal task as aggregator
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Figure 27: Task creator notebook - aggregator process (start)

The second notebook, task_participant.ipnyb, drivestheinteractions of atask participant
with the MUSKETEER platform. Since for this demonstration we need a quorum of two
participants, we need to make a copy of this notebook and drive the interactions of the two
participants through two different notebooks. (Note: a copy can simply be created, after
opening the task_participant.ipnyb notebook, by selecting “File -> Make a Copy...” from
the top menu in the notebook.) In the following, we show the interactions for participant 1.

Inthefirst cell (Figure 28), prerequisites are loaded, same as in the task creator notebook.
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Figure 28: Task participant notebook - loading prerequisites

The next two cells (Figure 29) drive the registration of the participant’s username and
password, same as in the aggregator notebook.

Create a user name and password

ji ormlamkiales =
AT paErt L pancs i =fwmnd; loincepack’ @ @ore Doou | sodes rsp L EET T
pamsruward = ‘paseeicd
org IR TIEN

li pLMIIGER = [

ezt = mrile.plecfornsplsifers, creiambiela

EEy
Rl e ek e mee e, wlEE, pllsaaid, aig)
mEEplk Boapclon &8 BT
prian{ "Ec-rurg ", =

Figure 29: Task participant notebook — registering user

The next three cells (Figure 30) alow the task participant to retrieve alist of all federated
learning tasks available in the MUSKETEER platform, show their total number, and display
details of tasks that were created within the last 24 hours. Among those, the task participant
should be able to see the task that was just created by the task creator.

Listing existing Federated ML tasks
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Figure 30: Task participant notebook - listing tasks

In the next five cells (Figure 31), the task participant can first inspect details of atask that she
isinterested in, join the task, and finally confirm that the MUSKETEER platform has
correctly registered her participation.
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Join a Federated ML task
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Figure 31: Task participant notebook - joining a task

Thefinal cell in the notebook (Figure 32) will launch the participant’s part of the federated
learning process.

Running that task as participant
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Figure 32: Task participant notebook - participant process (start)

The log messages that are displayed in the aggregator and the participants’ notebooks follow
the same format as in the terminal-driven demo described in the previous section (they result
from the execution of the same code implemented in the neural_network.Aggregator and
neural_network.Participant classes; the exact numerical results may slightly differ though
due to different random initializations of the neural network, different random sampling of
local training / test data, and different random shuffling of local training data during the local
model updates).

3.3.3 Graphical user interface mock-up

Finally, we show how the user interactions with the platform could be performed viaa
graphical user interface, using the platform Python APIsin the backend. Figure 33 shows the
login phase where an already registered user can login to the platform by entering her
credentials and will receive an error message in case the user name or password are wrong.
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Register

Login to access

-

MUSKETTEER

Figure 33: Graphical user interface - login page

Figure 34 shows a screen which allows a new user to register by providing a user name,
password (which has to be confirmed in an extrafield), and an organization.

Create your profile on

MUSKE'JfrEER

Figure 34: Graphical user interface - user registration

Figure 35 shows the tasks listing page that is available to the user after logging in. The page
displays al the created tasks; they are marked by their name, an icon to show their current
status, the privacy operation mode chosen for that task (if available as part of the task
definition), further details of the task and the task creation date. By clicking on the task, it is
possible to obtain additional information about the task. The page allows for task browsing
and searching for specific tasks viaasearch bar or through different filters. Finally, using the
button on the right side alows the user to create a new task.
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Figure 35: Graphical user interface - task listing

Figure 36 shows the task creation page. In this mock-up example, the following task
definition information can be provided:
e Task name: the name under which the task should be displayed,;
e Federated Machine L earning algorithm: once the algorithm is selected it is possible to
set the parameters of that algorithm,
e Privacy level: indicated by a privacy operation modes number (where for each mode a
brief description and summary of its specifications is avail able);
e  Quorum: the minimum number of participants required for the task.

+ New Task

Quorum

Figure 36: Graphical user interface - task creation

The screen in Figure 37 displays atask summary, including its status and the operations that
the user can perform on this task. Next to the summary on the right hand side are four buttons
which allow the users to inspect details of the task definition, run the task as a participant, run
the task as an aggregator (this option is only availableif the user is the creator of that task),
delete the task (this feature is not supported by the first prototype of the platform, but it will
bein the final version).
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Figure 37: Graphical user interface - task operations

Upon clicking on the join/participate button, the dialogue box shown in Figure 38 will appear.
Here, on the left side, the user can choose a dataset to use for that task, while on the right side
the user can add new datasets from the local file system.

Start Task Aggregation

= Available datasets

212,02 M8

15M8

Figure 38: Graphical user interface - task execution settings

The screen in Figure 39 shows a chart with the result of atask execution. In this example the
result is the clustering of the data obtained using the K-Means agorithm, shown in a scatter-
plot with the two resulting clusters displayed in different colors.

D3.3 First prototype of the MUSKETEER platform 31



Machine L earning to Augment Shared Knowledgein ‘r
Federated Privacy-Preserving Scenarios (MUSKETEER) MUSKEITEER

Figure 39: Graphical user interface - task result

3.4 Usecase: Smart manufacturing

In this section, we explain how to use the prototype of the MUSKETEER platform to support
areal-world use case: training predictive models with data from Smart manufacturing
devices. For detailed background on this use case we refer to D2.1. We would also like to
note that the final development of the MUSKETEER use cases is outside the scope of this
deliverable but will be performed under WP7 (see Figure 1).

Here we briefly recapitulate the motivation at a high level: the context of this use case isthe
deployment of manufacturing robots (supplied by COMAU) in car manufacturing plants
(owned and operated by FCA). More specifically, the robots considered in this use case are
applied in the car welding process. Whilst operating, the welding guns collect meta
information and sensor data for each welding point. From a business perspective, the goa of
this use case is to harness those data to automatically identify potential quality issues during
the welding process as soon as possible, and to optimize robot maintenance schedules. If the
operational datafrom all robots was centrally available, COMAU could create predictive or
prescriptive analytical models for this purpose following conventional Data Science
methodologies. However, since the datais proprietary to FCA, thisis not possible. Federated
learning therefore offers a compromise where COMAU can leverage operational datafrom
the robots to create ML models for the aforementioned purpose, while the data resides within
FCA and no proprietary or confidentia information is reveal ed.

In this demonstration we will utilize data from two robots applying welding points to the car:
FPS2, operating on the left side, and FPD2, operating on the right side. The two robots
symmetrically apply 5 welding points to each car model passing through the assembly line,
denoted by P081, P082, PO83, P085, P086. For the purpose of this demo, we will focus on the
welding point PO83.

3.4.1 Data Scienceworkflow

Before demonstrating how the MUSKETEER platform can support this use case, we will first
walk through the Data Science workflow. For complete documentation, we refer to the
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Jupyter notebook in [11], however, note that because of their proprietary nature the actual
data and the code for parsing the raw data are not included in this deliverable, therefore the
reader will not be able to run the notebook.

The raw meta-information and sensor data from the robots is stored in .xml files, where each
file contains the information for one car door. For this analysis, 49,627 files from the left door
(FPS2) and 30,983 files from the right door (FPD2) were used. Thefirst step in the workflow
is to extract from the raw data the fields that are relevant for creating the ML models:

e WELCNT: Thisisacounter which tracks how many welding points
the robot has been applied since the last dressing of the welding
electrode.

e WDRSCNT: Thisisacounter which tracks the number of dressings of
the welding electrode before its compl ete replacement.

e WELR: Electric resistance when applying the electrode to thiswelding
point.

e WELCURL_S: Electric current when applying the electrode to this
welding point.

e WCLSRES: An automatically generated quality index, with integer

values between 0 and 10. Here, aquality index of 6 or 7 means that the

performance of the welding el ectrode was within the permissible

operating range; other values indicate that the welding electrode has

three possible problems: “squeezed”, “pasted” or “short circuit”.
After parsing the raw data, we obtain a total of 19,288 complete data records from FPS2, and
11,143 from FPD2. Applying an 80:20 split, we divide those into 13,831 / 3,457 training /
test samples for FPS2, and 8,915/ 2,228 training / test samples for FPD2.

The ML problem that we would like to solve is predicting WCL SRES as a function of
WELCNT, WDRSCNT, WELR and WEL CUR1_S. From the business perspective, solving
this ML problem would be valuable because it would allow us to predict quality indices for
robots which do not automatically generate them, based on the available metainformation and
sensor data.

In order to cast this ML problem as a 4-class classification task, we create a binned variable
WCLSRES BIN from WCL SRES asfollows:

e WCLSRES BIN =0if WCLSRES islessthan or equal to 3;
e WCLSRES BIN=1if WCLSRESIis4or 5;

e WCLSRES BIN =2if WCLSRES quality is6 or 7;

e WCLSRES BIN =3if WCLSRES s greater than 7.

We note that the classes are highly imbalanced: class 0 does neither occur in FPS2 nor in
FPD2, and class 1 only occurs in FPD2. The dominating class is 2, and class 3 has the second-
most occurrences. Despite the lack of observations for class O, we still cast this as a4-class
classification task to make the model applicable in settings where all four classes occur. We
do not undertake any measures (e.g. class weighting) to mitigate the imbalance during the ML
model training, however, this could be an approach to be explored in future work to improve
the model performance.
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As ML model, we choose afully-connected neural network with one hidden layer of 1,000
units and ReL U activations, implemented in Keras [5]. For training, we use the Keras Adam
optimizer on cross-entropy loss. We train for 64 epochs using a batch size of 128.

We standardize each of the four feature columns WELCNT, WDRSCNT, WELR,
WEL CURL1_Sto have zero mean and unit variance by subtracting the sample mean and
dividing by the sample standard deviation computed on the training set.

We run three different baseline experiments which we will use later as a comparison to the
performance when performing the training in afederated setting on the MUSKETEER
platform:

1. Wetrain the model on the training data from FPS2 and test it on the
test datafrom FPS2 and FPD2. We obtain 92.68% test accuracy on
FPS2, 79.35% on FPD2, and 87.46% on the combined testing data
from FPS2 and FPD2. See Table 1, Table 2 and Table 3 for the
respective confusion matrices.

2. Wetrain the model on the training datafrom FPD2 and test it on the
test data from FPS2 and FPD2. We obtain 89.35% test accuracy on
FPS2, 88.46% on FPD2, and 89.01% on the combined testing data
from FPS2 and FPD2. See Table 4, Table 5 and Table 6 for the
respective confusion matrices.

3. Wetrain the model on the combined training datafrom FPS2 and
FPD2 and test it on the test datafrom FPS2 and FPD2. We obtain
91.64% test accuracy on FPS2, 87.03% on FPD2, and 89.83% on the
combined testing datafrom FPS2 and FPD2. See Table 7, Table 8 and
Table 9 for the respective confusion matrices.

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 0 0
2 0 0 2,964 52
3 0 0 201 240

Table 1: Confusion matrix when training on FPS2 and testing on FPS2

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 29 0
2 0 0 1,479 324
3 0 0 107 289

Table 2: Confusion matrix when training on FPS2 and testing on FPD2
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True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 29 0
2 0 0 4,443 376
3 0 0 308 529

Table 3: Confusion matrix when training on FPS2 and testing on FPS2 + FPD2

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 0 0
2 0 37 2,956 23
3 0 0 308 133

Table 4. Confusion matrix when training on FPD2 and testing on FPS2

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 25 4 0
2 0 3 1,714 86
3 0 0 164 232
Table5: Confusion matrix when training on FPD2 and testing on FPD2
True/Predicted 0 1 2 3
0 0 0 0 0
1 0 25 4 0
2 0 40 4,670 109
3 0 0 472 365
Table 6: Confusion matrix when training on FPD2 and testing on FPS2 + FPD2
True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 0 0
2 0 2 2,988 26
3 0 0 261 180
Table 7: Confusion matrix when training on FPS2 + FPD2 and testing on FPS2
True/Predicted 0 1 2 3
0 0 0 0 0
1 0 11 18 0
2 0 0 1,684 119
3 0 0 152 244

Table 8: Confusion matrix when training on FPD2 + FPS2 and testing on FPD2
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True/Predicted 0 1 2 3
0 0 0 0 0
1 0 11 18 0
2 0 2 4,672 145
3 0 0 413 424

Table 9: Confusion matrix when training on FPS2 + FPD2 and testing on FPS2 + FPD2

The experiments suggest that training a model on the combined training data from FPS2 and
FPD2 yields better performance on average than using amode! that is trained on data only
from FPS2 or FPD2.

3.4.2 Integration with the MUSKETEER platform

In this section we explain how to use the prototype of the MUSKETEER platform to set up
and execute a federated learning task that trainsaML model on the combined training data
from FPS2 and FPD2 without having to centralize those data.

The attachments [12], [13], [14], [15] contain all the code that is required for executing this
use case, however, because of their proprietary nature the actual data are not included in this
deliverable, therefore the reader will not be able to run the code.

Two main customizations of the demonstrator from Section 3.3 are required to port this use
case to the MUSKETEER platform:

e Modifications of the classes neural network.Aggregator and
neural_network.Participant to support the specific data preprocessing
reguirements and model definition for this use case; those are
implemented in neural_network_usecase.py [12].

e Modifications of the user inputs in the notebooks for the task creator
and participants; those are provided in task_creator_usecase.ipynb
[13], task_participant_usecase_1.ipynb [14] and
task_participant_usecase_2.ipynb [15].

We would like to emphasize, however, that those modifications are minimal; in future
versions of the end-to-end MUSKETEER platform — with the fully developed algorithm
library from WP4 and client connectors from WP7 — we expect that those modifications will
only require changes to task definitions, connector configurations etc. and no changes to the
actual code.

First, we explain the customization that we made in the implementations of the Aggregator
and pParticipant classesin the neural_network_usecase.py module[12] to execute this use
case:

e Thefirst change is the implementation of the 1oad_data function of the
Participant class (lines 219-221), which loads the local training and
testing data from the .pkl files prepared in the notebook [11].
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e The second changeis the instantiation of the ML model described in the
previous section as part of the start function of the Aggregator class
(lines 142-145).

e Thefinal changeislogic that we added in the Aggregator and
Participant classes (lines 154-168 and 238-256, respectively) for
appropriate standardization of the local training and test data. Thisis
done viathe following steps: (1) Each participant sends — for each
feature — the sum of all values, mi, the sum of squares of al values, s,
and the total number of training samples, ni, to the aggregator. (2) The
aggregator uses this information to compute the total number of training
samplesn= (n1+ n2 + ...), the global feature meanm= (M. + ne + ...)
/ n, and the global standard deviation s= sgrt( (st + 2 + ... —n-ne) / (n-
1) ), and then broadcasts m and s to al participants. (3) The participants
standardize their local training data using mand s.

Besides those customizations, the logic is identical to the neural_network.py module used in
the demonstrator on synthetic data in the previous section. We note that, through the
contributions from WP4 and WP7, such hard-coded changes to algorithm implementation
ultimately may not be necessary; in particular, the exact model definition and data
standardization logic may be configurable through the task definition, and the logic for data
loading and parsing may be configurable through data connector interfaces in the client
package.

Finaly, let uslook at the changes in the notebooks for the task creator and participants. In the
task creator notebook [13], the only noteworthy customization is the change in the task
definition (see Figure 40). In particular, the "aggregator” and "participant" fields here
reference the Aggregator and Participant classesin the modified Python module
neural_network_usecase.py [12]; moreover, the task definition containsafield

"point" which allows the task creator to prescribe for which welding point the ML model
shall betrained. All other fields have the same meaning as in the task definition for the
synthetic use case.

Creating a new Faderated ML task for this use case

Lk _aamw

camk_dafinition

a

Figure 40: Use casetask creator notebook — task definition

In the participants’ notebooks ([14], [19]), it isworth noting that the . run function of the
Participant class heretakes an extraargument directory (See Figure 41). This argument
allows the task participants to specify where in their local compute environment the .pkl file
containing the processed training and testing datais located. Thisfileisthen loaded by the
load_data function of the Participant classin preparation of the federated |earning process.
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As can be seen by the respective values of the directory argument, participant 1 loads the
data from FPS2, and participant 2 the data from FPD2.

Aunning that task as participant
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Figure 41: Use casetask participant notebook — training execution (start)

The log messages shown in Figure 41 aso report on the standardization of the local data by
the global means and standard deviations computed via the federated approach described
above.

From the last log messages in the participants’ notebooks, we obtain that the final ML model
— dispatched to the participants after the training process has ended — achieves 92.13% test
accuracy on the datafrom FPS2, and 83.98% on the datafrom FPD2. On the combined test
datafrom FPS2 and FPD2 (taking into account the different sample sizes of 3,457 and 2,228,
respectively), the accuracy is 88.94% . The corresponding confusion matrices are shown in
Table 10, Table 11 and Table 12, respectively. Compared to the baseline above, where the
model was trained in a non-federated fashion on the combined training data from FPS2 and
FPD2, the average accuracy isjust about 1% lower. We would like to emphasize, however,
that in this demonstration we did not attempt to fine-tune the hyperparameters of the ML
model and the federated learning algorithm. We expect that, with more advanced algorithms
developed in WP4, the accuracy of amode trained with federated | earning may more closely
match the accuracy of a conventionally trained model.

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 0 0
2 0 0 2,982 34
3 0 0 238 203

Table 10: Confusion matrix for federated training on FPS2 + FPD2 and testing on FPS2

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 29 0
2 0 0 1,577 226
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|3 | 0| 0| 102 | 294 |
Table 11: Confusion matrix for federated training on FPS2 + FPD2 and testing on FPD2

True/Predicted 0 1 2 3
0 0 0 0 0
1 0 0 29 0
2 0 2 4,559 260
3 0 0 340 497
Table 12: Confusion matrix for federated training on FPS2 + FPD2 and testing on
FPS2 + FPD2

4 Conclusions

In this deliverable we presented demonstrations of data sharing and federated learning viathe
MUSKETEER platform. We explained key components — the cloud platform, the local
platform, the Python API and the sample client package — and demonstrated interactions with
the platform via Python scripts and Jupyter notebooks. We used a synthetic example and a
real-world Smart manufacturing use cases to demonstrate the workflow end-to-end. The
sample client package and the Python API have been released open source on GitHub under
an Apache 2.0 license, thus enabling the reader to experiment with the platform functionality.

While the architecture of the MUSKETEER platform is finalized (and described in detail in
D3.2), both functional and non-functional extensions and improvements are envisioned
towards the final version of the platform. This may include, e.g., more advanced features for
managing models created viafederated learning tasks or for storing information about the
estimated value of the data contributed by different task participants, as well as refinements of
the platform APIs to improve the usability for algorithm and application devel opers.
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