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Executive Summary 

The document provides a full-scale evaluation and impact assessment of the MUSKETEER 

Industrial Data Platform. It integrates the evaluation of technical aspects of the platform 

(efficiency and quality gains resulting from the MUSKETEER solution, with specific respect to: 

privacy and confidentiality of data, scalability, compute efficiency (amount of data 

processed, number of queries handled at any given time, power consumption, etc.)) and its 

impact from the developer and end users' point of view. 
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1 Introduction 

1.1 Purpose 

This document aims to present a complete evaluation and impact assessment of the 

MUSKETEER platform. As mentioned in the task description T8.3 “Evaluation and impact 

assessment”, the evaluation should consider the successive iterations of the platform and 

shows how it has improved in its different aspects. This concerns the efficiency and quality 

gains resulting from the MUSKETEER solution, privacy and confidentiality of data, scalability, 

computational efficiency (amount of data processed, number of queries handled at any 

given time, power consumption, etc.). As mentioned in the deliverable description, D8.6, this 

work should provide quantitative information, and also identify areas for further 

improvement and investment. Therefore, the partners providing their assessment for the 

different aspects of the platform, have also added in the deliverable their recommendations 

for future improvements. This includes recommendations for possible further development 

and investment but also ideas for further research and emerging research questions. 

The task attached to deliverable T8.3 includes a second objective. The impact assessment 

conducted over this deliverable should provide core material for dissemination activities. In 

this respect, and knowing the partners started their assessment in other deliverables, this 

document focuses on recommendation for improvements to the platform, but also long-

term views on possible transformations of the industry in light of the MUSKETEER project.  

1.2 Related Documents 

As an impact assessment of the complete platform, this deliverable deals with a lot of 

findings from work previously done in the project. For that reason, it has many relationships 

with other project deliverables.  
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Figure 1. Relationships between D8.6 "Evaluation and impact assessment" and relevant documents in the project  

As presented in Figure 1, many documents include relevant information related to the 

assessment of the platform. On one hand side, it includes inputs dating back to the 

beginning of the project with the requirements from D2.1 “Industrial and technical 

requirements” (M4) that included a list of functional, non-functional, and technical 

requirements and a first analysis of the MUSKETEER user goals in D2.3 “Key performance 

indicators selection and definition” (M6). The list of requirements was analysed, and its 

completion eventually assessed in D3.4 “Final Prototype of the MUSKETEER Platform” (M26) 

while the list of metrics defined under D2.3 is currently being used in D7.5 “Use case 

execution and KPI evaluation in the Smart Manufacturing domain” (M36) and D7.6 “Use case 

execution and KPI evaluation in the health domain” (M36). The rest of the inputs for this 

document come from WP6 “Assessment of data quality, scalability, computational efficiency 

and security” specifically targeting the assessment of different computational aspects of the 

platform. D6.2 “Assessing scalability and computational efficiency of federated privacy-

preserving machine learning algorithms” (M30) provides information about the scalability 

and computational efficiency, two aspects directly mentioned in the task description. D6.3 

“Assessing the security of machine learning algorithms under the different POMs” (M36) will 

provide information about the security of the platform, another aspect mentioned in the 

task description. Finally, D6.4 “Data value extraction and monetization strategies” (M30) 

provides information about the topic “data monetization”. Given its many relationships with 

other documents, the deliverable will synthesize the different assessments of the platform, 

from technology to business. It relies on the work done in common and on the feedback 

from the partners. 
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1.3 Document Structure 

After a brief introduction, this document follows with a chapter about the MUSKETEER 

objectives. It intends to remind of the MUSKETEER objectives as per the Description of 

Actions (DoA) and gives some background, explanation and context for the following 

chapters. This deliverable is then divided in two main chapters: on one hand side chapter 3 

provides a platform perspective and on the other hand, chapter 4 provides the use case 

perspective. In this way, chapter 3 especially tackles the assessment of technical aspects of 

the project (security and robustness, privacy and confidentiality, data value extraction and 

monetization, computational efficiency assessment and scalability assessment). Chapter 4 

focuses on the assessment of the business aspects, mainly through the assessment provided 

by the end-users of the project from the smart manufacturing use case and the health 

domain use case. Chapter 5 concludes the deliverable. 

2 MUSKETEER Objectives 

Based on the ICT-13-2018-2019 call description, the MUSKETEER objectives are twofold: on 

one side it includes technical objectives about advancing “the state of the art in the 

scalability and computational efficiency of methods for securing desired levels of privacy of 

personal data and/or confidentiality of commercial data, particularly when they are 

combined from multiple owners”, in “privacy/confidentiality threat models and/or [for] 

incentive models for the sharing of data assets” and business and societal-related objectives: 

• Personal data protection is improved, and compliance with the 

General Data Protection Regulation (and other relevant legislation) is 

made easier for economic operators 

• Citizens' trust is improved as privacy-aware transparency and control 

features are increasingly streamlined across data platforms and Big 

Data applications. 

• Better value-creation from personal and proprietary/industrial data. 

• 20% annual increase in the number of data provider organisations in 

the personal and industrial data platforms 

• 30% annual increase in the number of data user/buyer organisations 

using industrial data platforms 

• 50% annual increase in number of users (data subjects) in the personal 

data platforms 

• 20% annual increase in volume of business (turnover) channelled 

through the platforms 



 

 

 

 D8.6 Evaluation and impact assessment 11 

Machine Learning to Augment Shared Knowledge in 

Federated Privacy-Preserving Scenarios (rR) 

 

These objectives are directly translated in the MUSKETEER proposal as defined in the DoA: 

O1. Machine Learning over a high variety of different privacy-preserving scenarios.   

O1.1. Definition of several Privacy Operation Modes (POMs) to provide compliance with the 

legal and confidentiality restrictions of most industrial scenarios, so to get scalable 

architecture design (D3.1-2) and prototype (D3.3-4) with some Privacy Preserving Modes. In 

order to assess such result, it will be expected a distributed efficiency (speedup/number of 

users) superior to 0.8 (this result will be included in report D6.2), while preserving privacy.   

O1.2. Creating predictive models without directly exposing them to the data consumers 

(training data remains in the installations of data providers), so to obtain Federated data 

normalization and alignment algorithms (D4.2.1) and some of the training procedures in 

(D4.3.1-2, D4.4.1-2). The federated training will achieve comparable accuracy to the 

traditional local computing (decentralization will not affect the accuracy; this result will be 

included in report D6.2).   

O1.3. Correct combination of different concepts of federated machine learning, differential 

privacy, homomorphic encryption, secure multiparty computation and distributed 

computing to improve the scalability of machine learning algorithms over every POM. The 

output will be some of the training procedures in the ML library (D4.3.1-2, D4.4.1-2), and it 

will be evaluated by expecting faster than current Secure Multiparty Computation (SMC) 

privacy-preserving alternatives: PySyft, SecureML (this result will be included in report D6.2).   

O1.4. Complete library of algorithms, having algorithms of different complexity levels 

(D4.3.1-2, D4.4.1-2). The number of implemented algorithms has to be significant. In 

supervised learning, the library will contain at least a classification and a regression 

alternative of linear models, kernel methods, trees and deep neural networks. It will also 

include one unsupervised technique for clustering and data decomposition.   

O2. Providing robustness against external and internal threats.   

O2.1. Providing analysis and requirements for secure federated machine learning algorithms. 

We will consider vulnerabilities during training and at runtime, including the possibility of 

abuse from the users of the platform. Thus, the goal is having a Threat model and taxonomy 

of the possible attacks and weaknesses for federated machine learning algorithms (D5.1).    

O2.2. The POMs will be designed to allow a secure information exchange among the 

platform users, so to have an architecture flexible enough to handle the 8 POMs.   

O2.3. Including defensive mechanisms for the federated machine learning algorithms against 

poisoning and evasion attacks by detecting and mitigating the effect of such attacks (D5.4 

and D5.5). The defensive mechanisms will be capable of reducing the effect of poisoning (for 
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reasonable levels of data poisoning, e.g. less than 20% of poisoning in the training dataset) 

and evasion attacks, compared with unsecured federated machine learning algorithms.   

O2.4. Providing mechanisms to detect and mitigate the effect of abusive users in the 

platform trying to compromise the learning process, so to get algorithms to detect and 

characterize malicious users colluding to compromise the learning algorithms in the platform 

(D5.6, D5.7).  The defensive mechanisms will be capable of mitigating colluding users’ 

attacks for reasonable scenarios (e.g. assuming a maximum of 20% of malicious users 

colluding to manipulate the platform), compared with unsecured federated machine 

learning algorithms.   

O2.5. Providing strong cyber-security against external data hackers by integrating robust and 

secure access and transportation protocols into the communication layers. Architecture with 

cyber-security mechanisms fully implemented with zero filtration of data in the validation 

process by surpassing.   

O2.6. Developing a framework to test the security of federated machine learning against 

data poisoning, evasion attacks, and users’ colluding attacks. This testing framework will 

enable the design of more secure learning algorithms and will provide an estimation of the 

worst-case performance of the system against different attacks with different levels of 

strength. They will be delivered a report and an implementation with the testing 

methodology to assess the security of the machine learning algorithms used in the platform 

against poisoning and evasion attacks (D6.3), and to evaluate the robustness of the system 

against malicious users (D5.6, D5.7).   

O3. Enhancement of the Data Economy  

O3.1. Enhancing data providers to share their datasets thanks to the ability of creating 

predictive models without explicitly giving their datasets (using the FML concept), thus 

avoiding any possibility of personal/private information robbery (Algorithmic (D4.1) and 

architectural (D3.1) design). Eight different privacy operation modes will be implemented to 

cover the different privacy needs given in industry.   

O3.2. Allowing to measure the impact of every data owner on the accuracy of the predictive 

models, thus allowing to monetize their contributions as a function of their real data value 

(Data value extraction and monetization strategies (D6.4). Different data value estimation 

methods (one for every POM/algorithm) will be delivered.   

O3.3. European SMEs involvement (D8.5, D8.6), through more than 10 industrial diffusion 

events, 3 workgroups attendance, 5 workshops.   

O4. Providing a standardized and extensible architecture.   
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O4.1. Integration with other European initiatives related with data platform, by granting the 

compliance with the Industrial Data Space Association reference architecture.   

O4.2. Allowing interoperability with Big Data frameworks by providing portability 

mechanisms to load and export the predictive models from/to other platforms. The 

predictive models will be obtained with the ML library (D4.3.1-2, D4.4.1-2), so MUSKETEER 

will be capable to export the predictive models to be loaded at least into the most extended 

ML libraries.  

O4.3. Fostering the creation of a community of developers and researchers that can extend 

the platform with new algorithms and attack detection mechanisms after the life of the 

project. Special focus will be given to Open Source Licenses. Reports with scientific 

dissemination (D8.1, D8.2), reports with community engagement and technology transfer 

(D8.2, D8.4) will be delivered.   

O4.4. Fast deployment, installation and use. Architecture based on containers will ensure 

that applications deploy quickly, reliably, and consistently regardless of deployment 

environment. Software component accessible in open source repositories.   

O5. Industrial demonstration of the technology advances in operational environment (TRL6)   

O5.1. Demonstration that MUSKETEER will be applicable on different privacy application 

domains will drive the project research and developments. They will be delivered: Report 

with privacy confidentiality impact assessment (D2.4, D2.5), Data ownership and governance 

recommendations (D2.6), and correct application of MUSKETEER into two different sectors 

(smart manufacturing and health) will be ensured.  

O5.2. Continuous monitoring and feedback process during the whole project using realistic 

conditions to ensure demonstration of ready-to-use technology at the end of the project 

(report with the technical and legal requirements (D2.1, D2.2), and industrial KPI definition 

(D2.3)). There will be at least one monthly meeting involving technical partners and use 

cases to facilitate communication and report potential problems that may arise.   

O5.3. Benchmark execution, evaluation and impact assessment to ensure that the innovative 

technology is applicable in a wide variety of problems (report with the evaluation of every 

use case (D7.5, D7.6)). At least 8 correlations will be identified among the variables that 

characterize the welding process. The knowledge associated to these correlations will help 

to improve the process in time, cost, efficiency, etc. A reduction of 12% in the false alarm 

probability in the health use case thanks to the combination of datasets (based on use case 

partner estimations). 

Aside of these objectives, the DoA also includes two Evaluation scenarios objectives for the 2 

use cases mostly attached to objective 5.  
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For the smart manufacturing use case: 

• An improvement of the welding process with positive impacts both on 

the quality of the welding process and on the final product associated 

with it; 

• A reduction in the numbers of person hours needed to configure the 

robots; 

• A reduction in the robot maintenance cost. 

For the heath domain use case: 

• Improve accuracy of AI algorithms by sharing knowledge from distinct 

organisations and data repositories, supporting cooperation keeping 

security and privacy of health data; 

• More accurate clinical decision support tools for diagnosis and 

prognosis of diseases, conducting to better patient outcomes; 

• Increasing productivity of services and more studies and patients 

diagnosed; 

• More accurate clinical decision support tools for diagnosis and 

prognosis saving lives in emergency cases; 

• Enable the growth of the level of research in medical imaging AI tools 

supported by distributed data repositories; 

• Enable clinical practices to access medical imaging AI tools with gains 

of productivity and better patient outcomes; 

• Improve Biotronics3D commercial offer, enabling partners to access its 

market 

Beyond this comprehensive list of objectives, the main project tasks further refined and/or 

developed their own methodology to assess their results. This is especially true for technical 

aspects of the platform related to WP6 “Assessment of data quality, scalability, 

computational efficiency and security” activities. WP6 outcomes, also reflecting the 

objectives stated above are discussed in sections 3.2 “Security and robustness of the 

algorithms in the platform”, 3.3 “Privacy and Confidentiality of data”, 3.4 “Data value 

extraction and monetization strategy”, 3.5 “Computational efficiency assessment” and 3.6 

“Scalability assessment” of this deliverable. For the development of the platform and the use 

cases, as it represents interesting dissemination material, where one could easily adopt an 

end user point of view and present the benefits of the platform, but also deal with long term 

perspectives, social impact, interviews were conducted with the developers of the platform 

and the partners involved in the smart manufacturing and heath domain use cases. As the 



 

 

 

 D8.6 Evaluation and impact assessment 15 

Machine Learning to Augment Shared Knowledge in 

Federated Privacy-Preserving Scenarios (rR) 

assessment of the platform and the use cases has already been conducted respectively in 

D3.4 “Final prototype of the MUSKETEER platform” (for the requirements completion) and in 

D7.5 “Use case execution and KPI evaluation in the Smart Manufacturing domain” and D7.6 

“Use case execution and KPI evaluation in the health domain”, these interviews provide an 

interesting tool to complete the assessment performed there, with a strong focus on the 

impact and the long-term perspective. The objectives listed above were used to build the list 

of questions for the interviews. These interviews are presented in section 3.2 “General 

assessment of the MUSKETEER platform” for the platform and chapter 4 for the two use 

cases. 

3 Platform perspective 

3.1 General assessment of the MUSKETEER platform 

To provide an overview of the MUSKETEER platform in terms of impact and assessment, we 

organized an interview1 with IBM who is leading the development of the platform. 

Considering different assessments were performed during the project (requirements 

completion in D3.2 and D3.4, WP5 and the following sections 3.2, 3.3, 3.4, 3.5 and 3.6 of this 

deliverable for different technical dimensions of the project), this interview focuses more on 

the high-level impact, exploitation, and future research areas. Besides, these “lessons learnt 

from developers” provide strong dissemination material as expected by the description of 

the deliverable D8.6. It will be used for the MUSKETEER blog and for partners’ dissemination. 

3.1.1 Completion of requirements 

About the completion of user requirements defined in D2.1 “Industrial and Technical 

Requirements”, what worked well and what didn’t? 

Mark Purcell 

Prioritization among requirements was very useful. What you can figure is that there are 

less important requirements and having a list of requirements with the most important ones 

was useful to start working on the integration. It helped us to figure out what is required for 

the platform and start integrating across the whole consortium early. By integration, we 

mean specifically, the various software packages provided by various consortium partners 

and how they interoperate. That way we had enough people using the platform as early as 

possible and to see how to combine the work of different partners (like e.g., with 

 

1 The interview was recorded on October 15, 2021. The speaker is Mark Purcell from IBM. The interview was 

conducted by Antoine Garnier & Nora Gras from IDSA. 
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Engineering and the client connector). This led to being able to prototype the first 

integration back in November 2019, in M11, when we met in Dortmund at the time of the 

second GA and then to an actual live first demo at the mid-term review. What you always 

see in software projects spanning over multiple years is that what you think you need on day 

one, coming from the requirements gathered in the early phase of the project, isn't 

necessarily what you're going to need/end up with. For most of the requirements, the 

participating companies’ business won’t change, but a lot of the technical requirements will 

be subject to change, because people may not fully understand the topology of what we're 

building upon until it's partly built. Therefore, I would strongly recommend in any project 

agile software development.   

I have nothing to highlight about parts that didn’t work because I don't think we had many 

problems regarding requirements completion. Not having the ability to meet in person was 

an issue, as it was taken away from us by the pandemic, not easy for our collaborative 

projects. It is much more difficult when you meet people you've never met before only 

virtually in conferences, and Zoom calls. Fortunately, in the MUSKETEER case we met several 

times before the crisis. This helped to establish mutual understanding and trust between 

partners.  

Any recommendation for improvement? 

As I said, don't treat the requirements phase as being in isolation. After the first six months 

of a project you will not just write a deliverable report and then it's closed, cast in stone and 

doesn't change. Ideally, requirements are never closed until the project is finished. Which 

leads to my other point, integrate early, explore requirements in real setting and validate or 

invalidate them. 

3.1.2 Completion of relevant MUSKETEER objectives 

How successful was machine learning over a variety of different privacy preserving scenarios 

(i.e. various Privacy Operation Modes POMs)? Objective 1 (O.1) 

We created a public GitHub repository accessible to all the partners with some public and 

some private repositories. It was transparent about what people were doing along the 

project. You could see how the code was going. It certainly helped people to understand 

what was going on especially with the different POMs (e.g. with GitHub commits). So that all 

worked well. I would recommend using a collaborative software for such collaborative 

project, a source control platform is a good thing, definitely. 

Creating predictive models without directly exposing them to the data consumers (O1.2) 

So, yes certainly, we did it. This is a design decision; we have an access control model in 

MUSKETEER. Whoever was involved in the process of building a model, would have access to 
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the final model to download from the platform. Users who are not involved in the task 

would not have access to the model. And no one would have directly access to each other’s 

data (only to the results).  

Providing robustness against the external and internal threats, what would you say (O.2)? 

Does it allow a secure information exchange among the platform users (O2.2)? 

This can be split into two kinds of threats: traditional cybersecurity threats and AI threats. 

I'll start with the cybersecurity threats. One of the main goals, when we started this work, 

was to minimize, I wouldn't say to eliminate, it's probably impossible to eliminate, but 

certainly minimize the attack surface from a traditional cybersecurity perspective. When 

you look at most federated learning platforms, everybody who wants to participate in the 

federated process, exposes an Internet facing service or at least a service within the network 

in which they are engaged, like in MUSKETEER, therefore it had to be on an “Internet scale”. 

When you are talking about providing an Internet facing service, with all of the risks that go 

along with that, your attack surface is huge. You can do various things to minimize it, but it's 

still significant. So, we didn't want to do that in MUSKETEER.  Therefore because of the 

security considerations, we planned from the start to have a brokering mechanism where 

no participant in the Federation is ever directly connected to any other participant. 

Participants send their model updates to an aggregator (via a broker) and there is no direct 

contact between participants. So, everybody's essentially separated by at least an extra 

network. It's far more secure. That's a very important thing from the data privacy point of 

view too. Because, of course, if you had an internet facing service, and that service wants to 

do training, that service has access to the data. If that service is attacked potentially your 

data is exposed. 

The other side to it is AI robustness. The models themselves could be attacked by malicious 

users during the training phase. The work was done by Imperial and IBM did some of that as 

well. We did some things like adversarial training, routines, and how can you detect and 

minimize the effect of malicious participants. That's still very much an open area for 

research, and it's still progressing. 

Enabling data provider to share those data sets, thanks to the validity of creating predictive 

models without explicitly giving their data set (O.3.1)? So, do you consider this objective fully 

achieved?  

This question is related to the fundamental raison d'etre of federated learning. The whole 

purpose of federated learning is to do exactly that: to allow users to participate in a 

modelling exercise and not have to share data. In a traditional way, all the data would have 

to be centralized in a given location, and then you train there. Federated learning prevents 

that. I think we have fully achieved that in MUSKETEER, and we've shown that we can do 
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that across geographies right now. Not just even across departments in the same local area 

network. We can do this even across continents. What was envisioned in 2018 is still valid 

today and will be so going forward. That's exactly what people want to do. They want their 

data to remain on their premises, but still to be able to extract value from it to contribute to 

a model. What we haven't done in MUSKETEER, and it was beyond the scope of the project, 

is to offer an accountability perspective on the process. In other words, being able to 

retrospectively say everything that happened across a federated learning task “actually 

happened”. We’ve no way to prove that currently on the platform. But it's something to 

think about for the future, the whole accountability of Federated Learning. 

About involvement of SMEs, have you noticed the interests for the platform from external 

stakeholder, especially? (O3.3) 

SMEs involvement has been complex, because of the global situation, dissemination was less 

easy. I can certainly talk about, the other side of it, so within IBM, we are looking to move 

some of the assets that we developed here into an IBM product called IBM Federated 

Learning. It’s still under development. In MUSKETEER, the server side that we built at IBM is 

a collection of microservices. A refactored version of some of them is ongoing work and we 

plan to add that to IBM Federated Learning. 

About providing a standardized and extensible architecture? (O4) 

There is a section on this in Deliverables 3.2 and possibly 3.4. But, in short, from IBM point of 

view, we have tried to use as many open standards as possible “Publish, Subscribe” 

Standards (AMQP standard, HTTPS, JSON for your Message Payload, etc.). And you can even 

see some of that in the open-source contributions that we've made. We've tried to do that 

as much as possible. And even some of the cloud services that we use are open source, so 

we use S3 for model storage and RabbitMQ, these are all license free or open-source 

products. 

About the compliance with IDSA standards (where we know a pillar of the framework is the 

mutual check of participants IDs)?  

Privacy has been a very important aspect in the project, privacy of all things. Not just the 

privacy of the data, but the privacy of your identity.  So, it's a feature of the platform but it's 

not an irrevocable feature. Everybody has a user account on the platform. The information 

is obviously available, it's just not revealed to any other user, it doesn't mean it couldn't be, 

and it is just to fulfil the privacy concerns that we have. On the other hand, from a general 

perspective, a lot of the concepts in the IDSA reference architecture are, in fact, what we 

use. Through the MUSKETEER client connectors, what we have inside is essentially data 

applications. Communications are not direct either, it's a brokered system. So again, that's 
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an important point. In a lot of ways, we followed the reference architecture as much as we 

could. 

GAIA-X compliant, would you be interested in that (in a potential future)? 

This is not that concrete obviously at the moment, but put it in general terms, using as many 

standards as we could is a good point. Particularly having a messaging-based platform 

makes it, I think, easier to interoperate with other platforms. Message formats are all 

described in deliverable documents and open-source software. So, it should be easy to 

construct messages to pass between platforms. No framework is going to work with another 

out-of-the box perfectly but broadly speaking, the effort here shouldn't be massive. 

3.1.3 Completion of ICT13 2018-2019 objectives 

Do you think that personal data protection was improved through the project? Compliance 

with the General Data Protection Regulation (and other relevant legislation) is made easier 

for economic operators? 

This is the general concept of federated learning, right? With data remaining on premises. 

This is the whole idea of MUSKETEER where even the privacy of your identity is protected. 

So, a lot of things we did were very much done with a view to solving some of the questions 

that are posed by GDPR. 

As a citizen, you're seeing that? 

Citizens' trust is improved as privacy-aware transparency and control features are 

increasingly streamlined across data platforms and Big Data applications. MUSKETEER 

concept is different but is the citizens’ trust reinforced? 

We live in the era of misinformation. Social media platforms now exist as well as are 

traditional routes to misinformation.  This is always going to be a problem. That’s why 

accountability might be a key here. Having a way of showing that what happened on the 

platform makes it fully accountable. This is an open area for new research as we discussed 

before. At the moment, on most platforms, you just have to sign up, understand the terms 

and conditions, and that's it, but there's no actual accountability. On the other hand, it 

heavily relies on the level of trust you have in the network. If you're working across the 

departments. You might say, you completely trust everybody in the department. But then, if 

you're operating across the Internet, you might say, well, I have zero trust, you’re happy 

staying completely private, while sharing your anonymized information. This is in the end the 

best way to prevent leakage. In our situation in MUSKETEER, you might even not trust the 

aggregator completely, it depends on the situation. 

Finally, about a better value creation from personal, appropriate data, do you feel this was 

the case? 
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I definitely believe that federated learning, or federated analytics, is definitely going to be 

bigger in the future. We will be using more of it. There's no doubt about that. And our 

project becomes a good reference point on the route of federated learning. There was also 

some work on data value estimation in the project. That would lead us, let’s say for future 

research, to see how we could maybe build a marketplace based on federated learning 

mechanisms and see how people could be rewarded for providing good contributions, 

valuable contributions from their datasets while still keeping the data secure and private. 

There is certainly a balance to find between trust and reward for contributors in such 

ecosystems. 

 

3.2 Security and robustness of the algorithms in the platform 

Machine learning algorithms are vulnerable and can be the objective of attackers who can 

exploit those vulnerabilities, both at training and at test time. One of the main objectives of 

MUSKETEER is to understand the vulnerabilities of federated learning and to include 

mechanism in the platform to mitigate the effect of possible attacks. This work has been 

conducted across the different tasks in WP5. For this, in deliverable D5.1 we described the 

threat model, including the different types of attacks that could be performed against the 

federated learning algorithms across the different POMs in the platform. This threat model 

served as a reference to test the robustness of the unprotected algorithms in the platform 

by crafting both attacks at training and test time (see deliverables D5.2 and D5.3) and to 

develop and integrate different mechanisms to mitigate these attacks (see deliverables D5.4 

and D5.5). The complete security evaluation of the security of the algorithms developed and 

integrated in the MUSKETEER platform will be included in deliverable D6.3. In the remainder 

of this section, we will describe more specifically the work performed in WP5 for the security 

of federated learning in MUSKETEER both during training and at test time.   

3.2.1 Poisoning Attacks  

In general, machine learning algorithms can be vulnerable to poisoning attacks, where the 

attackers aim to subvert the learning process and manipulate the behaviour of the algorithm 

to produce errors when the resulting machine learning model is deployed. Typically, these 

attacks occur in settings where the data collected to train the machine learning algorithm is 

not trusted or in cases where the source code to train the algorithms has been deliberately 

manipulated by attackers. In the first case, attackers can inject a set of malicious training 

points in the training set of the victim to perform the attack.  

These attacks are also plausible in federated learning settings, where the attack surface is 

bigger compared to standard (centralized) machine learning algorithms. Thus, in federated 
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learning attackers can be categorized as outsiders or insiders (see deliverable D5.1 for a 

more complete explanation of these concepts) and, depending on their capabilities can 

perform both data and model poisoning attacks. In the first case, attackers can manipulate 

the training data for some clients in the platform and try to manipulate the resulting 

aggregated model. On the other side, some attackers may also be able to manipulate 

directly the parameters of the model that some clients send to the aggregator. These are 

known as a model poisoning attacks.  

In deliverable D5.2 we showed the necessity of protecting the federated learning algorithms 

in the platform. Thus, the attacks devised and performed against the unprotected (standard) 

machine learning algorithms in the MUSKETEER platform proved to be very effective to 

completely compromise the performance of the resulting machine learning models during 

the training phase. These attacks were performed for both supervised and unsupervised 

learning algorithms across different POMs in the platform. More advanced attacks where 

multiple malicious clients collude towards the same objective were analysed more carefully 

in deliverable D5.6.  

To mitigate this threat, we have developed an implemented different defensive techniques 

that are described in deliverable D5.4. These defences fall into two categories: robust 

aggregation methods and data-prefiltering. In the first case, we have developed novel 

techniques such as Adaptive Federated Averaging (AFA) [Muñoz-González et al. 2019] which 

allow to detect attempts of compromising the performance of the model at each training 

iteration, and thus, mitigate the effect of possible poisoning attacks without compromising 

the models’ performance when they are not under attack. However, robust aggregation 

techniques are not applicable for all POMs, as there are certain operations that are needed 

to implement them that are not supported when operating in the encrypted domain (see 

deliverable D5.4 for more details). To sidestep this difficulty, we have implemented different 

data pre-processing and outlier detection methods that also help to mitigate or reduce the 

impact of poisoning attacks for all POMs in the platform. The evaluation of all these 

techniques against attacks involving users’ collusion will be described in deliverable D5.7 

(M36).  

The two hackathons organized as part of MUSKETEER project were dedicated to the security 

of federated learning against data poisoning attacks. In the first hackathon, the participants 

implemented their own defences against different poisoning attacks using the MMLL library 

developed in MUSKETEER. In the second hackathon, participants tested the defences 

developed for the Robust MUSKETEER MMLL library implementing their own data and 

model poisoning attacks under both white and black box settings. None of the participants 

was capable of bypassing our defences, providing an additional indicator of assurance on the 

quality of the solutions implemented in the library.  
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The analysis of more targeted attacks, such as backdoor attacks, was not considered in the 

work plan described in the Consortium Agreement. This aspect represents a challenge and 

an opportunity for future work beyond the MUSKETEER project.  

 

3.2.2 Attacks at Test Time  

At test time, machine learning algorithms are vulnerable to evasion attacks, where attackers 

can introduce small manipulations to the data to produce errors in the targeted machine 

learning algorithm. These modified data points are commonly referred to as adversarial 

examples. This vulnerability also affects federated learning algorithms, once the resulting 

collaborative machine learning model is deployed. These evasion attacks are analysed in the 

context of supervised learning algorithms for Neural Networks under POMs 1-3 in the 

MUSKETEER library.   

Deliverable D5.3 shows that the unprotected (standard) machine learning algorithms 

implemented in the MMLL library are vulnerable to evasion attacks, both under white and 

black box settings. The impact of these vulnerabilities was also assessed on the smart 

manufacturing use case considered in MUSKETEER project.  

To defend against this threat, we have implemented a technique to perform federated 

adversarial training, where adversarial examples are crafted during the training of the 

collaborative learning model to enhance the robustness against evasion attacks at test time. 

The results shown in deliverable D5.5, including again the smart manufacturing use case, 

endorse the usefulness of this approach to mitigate this threat.  

3.3 Privacy and confidentiality of data 

One of the main goals of the MUSKETEER platform is to provide a wide variety of machine 

learning algorithms under different Privacy Operation Modes (POMs), such that the final 

user has a direct access to those training methods without worrying about the deployment 

of specific protocols, as all the operations needed are provided by the platform.  

The confidentiality of the training data is provided by design, since the implemented training 

algorithms rely on existing privacy preserving protocols and methods with proved security. 

For instance, in the Federated Learning approaches, training data does not leave the data 

contributor facilities, and only model updates are exchanged, as described in the Federated 

Learning literature. Therefore, this approach is considered as secure since from the 

aggregated parameters (models, gradients), it is not possible to infer individual training 

samples. Anyhow, as analysed in the literature, if any information leakage can be observed 

from the shared averaged quantities that are exchanged with the aggregator, then a noise 

perturbation method (also implemented in MUSKETEER) must be used to further protect the 
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training data, if necessary, in the line with Differential Privacy approaches. Other POMs rely 

on cryptographic technologies to protect the data (e.g. homomorphic encryption), such that 

operations take place in the encrypted domain. The security of these approaches is well 

studied in the literature, and they are considered as secure from a cryptographic point of 

view unless the encryption mechanism itself is broken (the secret key is revealed). Anyhow, 

the security of the encryption method can be augmented by selecting a larger encryption 

key, but at the cost of also increasing the computation and storage/transmission needs. 

Since the encryption library is external to MUSKETER, and the key length can be set 

arbitrarily large by the end user, the methods relying on encryption can be as strong as 

desired, by simply providing MUSKETEER with stronger encryption libraries or larger keys. 

Finally, one of the implemented POMs (POM 6) does not rely on encryption but on existing 

Secure Two-party protocols to obtain some partial results needed by the training algorithms, 

such as dot products between training data and model parameters. In this case, the security 

analysis is detailed in the original protocol description (e.g. any Secure Dot Product protocol, 

or any Random Matrix Disguise approach). Under this POM 6 approach, to alleviate the 

computational and transmission costs of other POMs, we need to expose some partial 

information during the training process, for instance, the number of provided training 

patterns, the model outputs, etc. If the partial information exposure is not acceptable for a 

given end user application, then a more restrictive POM (e.g. 4, 5) should be used instead. In 

what follows, we provide a more detailed discussion about the security of the implemented 

POMs under the semi-honest (a.k.a. honest-but-curious) assumption, e.g., POMs 4, 5 and 6. 

A more detailed description of these POMs and the implemented algorithms is included in 

Deliverable 4.7.  

3.3.1 POM 4 

In this POM we have three main parties:  

• Master Node (MN, a.k.a. Aggregator). It controls the training process 

and obtains the final trained model. 

• Crypto Node (CN). It provides the encryption keys and helps to solve 

some operations on the encrypted domain.  

• Worker Node (WN). It provides some training data. 
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Figure 2. POM 4 general setup. 

 

The operation under this POM is inspired from [Gonzalez_2017] and it is cryptographically 

secure whenever the MN and the CN do not collude. It relies on an additive homomorphic 

encryption (HE) scheme. Note that the cryptographic methods are external to MUSKETEER. 

The HE included in the current MUSKETEER release is based on the Paillier system with the 

key length as a parameter, but any other additive HE cryptosystem can be used by 

MUSKETEER if it is wrapped into a python class with the same functionalities as the provided 

one.  The summarized POM operation is as follows:  

• The CN generates public and private keys. It shares the public key with 

the other participants and keeps the secret key. 

• Every WN encrypts the training data and sends the whole of it to the 

MN (only once). 

• The MN operates on the encrypted data using HE properties, but it 

may need some help from the CN to implement the unsupported 

operations. For that, it first blinds the operands (adding or multiplying 

by a random number in the encrypted domain), sends the blinded 

encrypted operands to the CN that decrypts them and computes the 

operation on the blinded operands. The CN encrypts the result and 

sends back the blinded encrypted result to the MN, who removes the 

blinding in the encrypted domain to obtain the encrypted result.  
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• The MN is able to update the model using these procedures, but it is 

not able to decrypt the specific contribution (e.g. gradient) from every 

WN. 

 

This POM is as secure as the cryptographic system that is being used, always under the 

assumption that the CN and MN do not collude. If stronger security is needed, a longer 

key can be defined (the cryptosystems are harder to crack for longer keys), or even any 

other HE cryptosystem with improved characteristics can be used by the MUSKETEER 

algorithms. The CN only sees randomly altered data when it decrypts the blinded cyphers, 

and the MN is not able to decrypt the encrypted training data. 

 

 

3.3.2 POM 5 

In this POM we have two main parties:  

• Master Node (MN, a.k.a. Aggregator). It controls the training process 

and obtains the final trained model. The MN uses encryption to 

protect the model confidentiality, when it is shared with the workers.  

• Worker Node (WN). It contributes with some training data to the 

training process, but the training data is not encrypted and it does not 

leave the WN. 

 

Figure 3. POM 5 general setup. 
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The operation under this POM is also partially inspired from [Gonzalez_2017], but in this 

case the MN plays the role of CN and we only encrypt the model parameters. It relies on an 

additive homomorphic encryption (HE) scheme. Note that the cryptographic methods are 

external to MUSKETEER. The HE included in the current MUSKETEER release is based on the 

Paillier system with the key length as a parameter, but any other additive HE cryptosystem 

can be used by MUSKETEER if it is wrapped into a python class with the same functionalities 

as the provided one.  The summarized POM operation is as follows:  

• The MN generates public and private keys. It shares the public key 

with the WNs and keeps the secret key.  

• The MN encrypts the model and sends it to the WNs, to compute 

operations (model updates) using the training data.  

• The WNs may need some help from the MN to implement the HE 

unsupported operations. For that, it first blinds the operands (adding 

or multiplying by a random number), sends the blinded operands to 

the MN that decrypts them and computes the desired operation, 

encrypting again the result. The MN sends back the blinded encrypted 

result and the WN removes the blinding to obtain the encrypted 

result, such that the encrypted model can be updated at the WN 

(using HE properties) and finally decrypted at the MN.  

This POM is as secure as the cryptographic system that is being used, always under the 

assumption that the MN and WN do not collude. If higher security is needed, a longer 

key can be defined (the cryptosystem is harder to crack for longer keys), or even any other 

HE cryptosystem with improved characteristics can be used by the MUSKETEER 

algorithms. The MN is able to decrypt the updates from every WN (e.g. aggregated 

gradients, updated model, much in the line of standard Federated Learning), so if additional 

confidentiality is needed, then some form of Differential Privacy (e.g. adding noise to the 

training data) has to be used, as in the standard Federated Learning approach. MUSKETEER 

also provides a noise injection method during the data pre-processing stage, but at the cost 

of potentially reducing the performance of the resulting models. 

3.3.3 POM 6 

POMs 4 and 5 require a lot of computation and transmission resources, since they rely 

heavily on costly cryptographic operations. In POM 6 we maximally simplify and reduce the 

computational requirements by using lightweight protocols at the expense of revealing some 

intermediate results (model outputs, partial statistics). We do not use encryption and we 

rely instead on Secure Two-Party protocols that provide security to both model and training 

data. We have two main parties:  
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• Master Node (MN, a.k.a. Aggregator). It controls the training process 

and obtains the final trained model. The model does not leave the MN. 

• Worker Node (WN). It provides some training data. The training data 

does not leave the WN, only intermediate results are exposed. 

 

 

Figure 4. POM 6 general setup. 

The operation under this POM is inspired by the Secure Multiparty Computing literature 

[Yao_1986][Goldreich_1987][Du_2002]. However, in the most popular SMC approach 

(Arithmetic Secret Sharing), the information must be split and shared among a set of servers 

(usually more than three), and again we need to guarantee that they do not collude, 

otherwise the information can be exposed. Also, some costly protocols like Oblivious 

Transfer are needed to complete the computations. In POM6 we have decided to mainly rely 

on Two-Party protocols, since they are free from the collusion problem (both parties are 

interested in following the protocols, otherwise their own information can be exposed) and 

also allow the exposure of some intermediate results, but always under the premise that the 

training patterns cannot be obtained from those intermediate results. Under this scheme, 

the model does not leave the MN and the training data does not leave the WN. The 

operations needed to update the model take place using Two-Party computing protocols, 

without needing to exchange neither the model nor the training data. The main used 

protocols in POM6 are:  

• Secure Dot Product (SDP). We have implemented the method described in 

[Zhu_2015], but any other SDP approach could be used. 

• Random Matrix Disguise (RMD): Relies on the use of a random matrix only known 

every worker to randomly permute and blind the elements of the original data matrix 

[Mohassel_2011][Wang_2011] [Wang_2015] 
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The above mentioned methods only expose the information described in the corresponding 

security analysis of the protocols published in [Mohassel_2011][Zhu_2015], [Wang_2011] 

[Wang_2015]. 

Some of the ML training algorithms may need to reveal some intermediate results, such as 

model outputs, average gradients, covariance matrices or cross-correlation vectors for 

POM6 to operate. If it is not acceptable that this information is exposed/revealed to the MN, 

then another POM must be used, or alternatively, some form of Differential Privacy (e.g. 

adding noise to the training data) has to be used, as in the standard Federated Learning 

approach. MUSKETEER also provides a noise injection method during the data pre-

processing stage, but at the cost of potentially reducing the performance of the resulting 

models. 

3.4 Data value extraction and monetization strategy 

One of the aspects covered by the MUSKETEER platform is the ability to estimate the value 

of the contribution from every participant, task known as Data Value Estimation. Although 

we will summarize here some of the findings, the complete description of the implemented 

approaches and the experimental results can be found in D6.4. 

The standard “de facto” approach to estimate the contribution of different participants to a 

given machine learning task is the Shapley Data Value estimation approach, which has been 

extensively studied in the context of cooperative game theory 

[Shapley1953][Ghorbani2019]. This approach offers some attractive features: it is task-

dependant in the sense that the data is valued only if it allows to improve the performance 

of the model, the reward is fully distributed among the participants, equal data contribution 

means equal reward, and the addition of several contributions gets a reward equal to the 

sum of the individual rewards. The calculation of Shapley values is quite simple but it implies 

a large computational cost (a large set of models needs to be trained) and it also requires 

that all the training data is located at the same place, something that does not hold in the 

MUSKETEER context. Some alternatives, like those proposed in [Song2019], suggest using 

the information exchanged during the federated learning process (models, gradient vectors) 

to reconstruct the variety of models needed to estimate the Shapley values. In this way we 

can calculate estimates of the different models that would be obtained if different 

combinations of data sets were used, without the need to train them from scratch. 

Obviously, an exact reconstruction of all models is not possible and we only get estimates, 

but according to the experiments in [Song2019], it seems that good approximations of the 

data value are possible. In what follows, we will name these approaches as “on-line a 

posteriori DVE”, since a single training of the Federated model is needed to obtain the Data 

Values estimates, and the Data Values are obtained after the training takes place. In the 
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context of the MUSKETEER implementation, we provide this “on-line a posteriori DVE” 

approach for the implemented machine learning methods, but also proposed a new 

approach to the DVE problem, which we describe as “a priori” estimation. Under this “a 

priori” scheme, we want to estimate the data value before actually training any model. The 

proposed “a priori” scheme relies on the assumption that the statistics of a good dataset 

should be close to those of the reference one (e.g. a validation set). In a traditional 

(centralised) setup, where all data is available for analysis without any kind of restriction, 

this task could be stated as the problem of verifying that the different datasets share a 

common (or at least similar) input-output joint distribution, but in the distributed setup we 

have devised a method to extract simple statistics and computing distances among them to 

estimate the Data Value. This approach is described at length in D6.4, where we show that 

good estimates can be obtained, that closely mimic the “brute force” Shapley values, as 

shown in the two Figures below (more examples are included in D6.4). 

 

 

Figure 5. Boxplot of errors obtained when computing the cosine distance in the different scenarios using the proposed 

statistical data characterizations for “a priori” DVE. The “rxy” approaches provide the lowest error with respect to the 

Shapley value estimation. 
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Figure 6. Benchmark result for case 10: “a priori” estimation vs. Shapley values. Also shown the Task Alignment 

estimation values when they are below the threshold.  

The existence of these Data Value estimation methods facilitates the implementation of a 

variety of monetization strategies, as also described in D6.4. When only “a posteriori” 

estimation methods are available, the number of possibilities is reduced basically to training 

a model with all possible data contributions (possibly weighting their contributions to the 

model proportionally to the observed DVEs) and finally reward them proportionally to their 

final observed Data Values:   

• Direct reward distribution: the aggregator has a total budget and redistributes it 

among all the participants in proportion to their finally estimated Shapley value 

(share), after the model training process has been completed. Both aggregator and 

participants initiate their interactions blindly, in the sense that the aggregator has no 

clue about the expected data quality provided by a given set of participants, and the 

participants do not know whether they are going to receive any payment in the end. 

However, the proposed “a priori” estimation method opens up new venues for data 

monetization approaches, since the “a priori” DVE allows a preliminary negotiation between 

the aggregator and the participants before they engage in the actual training process or 

expose their training data in any form. Inspired by this new approach. We have proposed the 

following monetization approaches:  

• Market model: In this case every participant offers to the market their data (also 

publishing the statistics needed for the “a priori” Shapley estimation), and freely fixes 

a price, that anyone wanting to use that data has to pay in advance to get access to 

or interact with. The aggregator is able to see all the available data offers, it can 

evaluate their ``a priori" Shapley value based on the published statistics, and choose 
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the combination of participants that minimizes the expenditure while maximizing the 

expected2 benefits (maximal model performance).  

• Two-step reward: In an attempt to balance the risks incurred by the aggregator or 

participants, we have proposed a hybrid approach, named as “two-step reward”. In 

this case, the aggregator has a budget to spend on the model training and splits the 

reward in two parts, not necessarily equal. A preliminary reward can be assigned 

relying on the “a priori” Shapley estimates. This allows the aggregator to filter out 

unwanted contributions (those with very low estimated value) and also gives the 

participants a preliminary earning (paid in advance to training), proportional to the 

estimated share value and to be received after their “willingness to cooperate” is 

confirmed. As already mentioned, the “a priori” Shapley estimation is not necessarily 

optimal, since it does not take into account the performance of the final obtained 

model. Therefore, in a second stage, the aggregator runs a training process with the 

selected participants and uses any available online Shapley value estimation method 

that presumably provides more accurate estimations than the “a priori” ones, since 

they are obtained after the model training is completed. Upon these new more 

accurate DV estimates (task/model dependent), the second part of the reward is 

distributed.  

We have also provided a method to take into account the final achieved performance, 

since the Shapley values only reflect the share and not the actual benefit: 

• Performance-based reward modulation: the Shapley values represent an estimation 

of the contribution of every participant in a “cooperative game”, but they do not 

reflect by any means the quality of the obtained result. As an example, in a FL 

scheme with two workers providing equally good data, their respective -ideal- 

Shapley “share value” would be of 0.5, and the resulting reward values could be 

reasonable. On the other hand, in a FL scheme with two workers providing equally 

bad data (e.g. random), their respective -ideal- Shapley share value could also be of 

0.5, but the resulting reward proposal is wrong, since those users should not receive 

any reward. We propose to define an “achievement” function, such that the 

achievement value is zero if the final performance (P) is below a given reference 

threshold, takes unit value when the goal is achieved and intermediate values in 

between. This achievement value is used to estimate the final rewards, under 

different “trust” assumptions, as described in D6.4  

 

2 Note that “expected” means here that the ultimate model improvement can be achieved or not. 
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As a further improvement/research, it would be interesting to explore new statistics and 

metrics that could provide better “a priori” Data Value estimations. Also, from the 

monetization point of view, the complete study of the potential scenarios or dynamics that 

may arise during am interaction among an aggregator and different participants exceeds the 

scope of MUSKETEER. It could be of potential future interest to model these interactions 

from a dynamic market and game theory perspective. 

3.5 Computational efficiency assessment 

We will summarize here the observed results for every algorithm and POM until the training 

process is completed. A more detailed analysis of the assessment can be found in deliverable 

D6.2. 

3.5.1 Federated POMS 

Transmission costs: 

We have measured the bytes sent and received by the master node. The following pictures 

belongs to the FBSVM algorithm, but the behaviour is very similar in every algorithm. The 

datasets used were: 

o Diabetes (Dataset S: Small size) 

o Income (Dataset M: Medium size) 

o MNIST (Dataset L :Large size) 

Dataset Number of Patterns 
(train) 

Number of Patterns 
(validation) 

Number of Patterns 
(test) 

Number of Features 

Diabetes  500 100  168   8 

Income  26,049 6,512 16,281 107 

MNIST 50,000 10,000 10,000 784 
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Figure 7. FBSVM algorithm 

In every iteration of the training process, the aggregator sends the ML model to every 

worker.  

Information sent from master to workers: 

However, in POM1 and POM2, the master node broadcast the data, so it only needs to 

submit the data once to the pycloudmessenger library and the bytes sent by the master 

node do not depend on the number of workers and remains constant.  

In the case of POM3, the training process is sequential. The master node sends and receive 

information from the workers one by one, for that reason we can observe a linear 

dependency of the information sent with the number of workers.  

POM2 and POM3 make use of homomorphic encryption (and encrypted SVM weights take 

up more memory), for that reason, in training processes with 1 worker, the information sent 

by the master is lower in POM1 than in POM2 and POM3 and is similar in both methods with 

encryption. 

In every training iteration, the worker nodes send a copy of their local SVM weights to the 

master node. For this reason, we can observe a linear dependency of the information 

received by the master node with the number of worker nodes. 

POM2 and POM3 make use of homomorphic encryption (and encrypted weights take up 

more memory and these encrypted weights must be transmitted in every iteration). For this 

reason, the slope of the linear dependency is higher in POM3 and POM2 than in POM1 and 

when a single worker is running, the information received by the master is lower in POM1 

than in POM2 and POM3. 

Information sent from workers to master: 
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In every training iteration, the worker nodes send a copy of their local SVM weights to the 

master node. For this reason, we can observe a linear dependency of the information 

received by the master node with the number of worker nodes. 

POM2 and POM3 make use of homomorphic encryption (and encrypted weights take up 

more memory). For this reason, the slope of the linear dependency is higher in POM3 and 

POM2 than in POM1 and when a single worker is running, the information received by the 

master is lower in POM1 than in POM2 and POM3. 

Memory usage: 

We have measured every two seconds the memory consumption of the Docker container 

that contains the master node and one of the Docker containers that contains a worker 

node. Since the memory usage vary along the training process, to obtain a single metric, we 

average the results over time. 

The behaviour is very similar for every algorithm. For small datasets, the RAM memory used 

by the processes is negligible with respect to the RAM memory used by the complete 

container. The influence of number of workers and the POM cannot be observed. 

For medium size datasets, the RAM memory used by the processes is still more or less 

negligible with respect to the RAM memory used by the complete container. Since POM1 

makes no use of encrypted information in memory, we can observe a lower memory 

consumption than in POM2 and POM3. 

For large size datasets, we can observe the influence of the POM and dataset size in the 

memory consumption. In POM1 we can observe a lower memory consumption (no 

encryption has been used). Since we split the dataset among the different workers, the 

memory consumption in every worker decreases as we increase the number of workers. The 

master node of POM3 receives the centroids of every worker, so the memory increases as 

we increase the number of worker nodes. 
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Figure 8. Influence of the POM and dataset size in the memory consumption 

Although the memory in master node increases with the number of workers, in this picture 

seems similar since is an average over time and the time spent since the master node 

receives the model from every worker and updates the model is despicable from the total 

training time (most of the time, the master node waits for information). And concretely, the 

FBSVM algorithm only needs to send an array (main part of the model remains constant and 

is not sent). For more information about other algorithms, see D6.2.   

3.5.2 Semi Honest POMs 

In POM 6 data is not encrypted, so it basically uses the same (order of magnitude) storage 

space as in the centralized situation. However, the POMs relying on data encryption (POMs 4 

and 5), require extra storage and transmission capacity. To illustrate the scale of needed 

storage/transmission, we have computed the size in Mbytes of every one of the used 

datasets, and compared the plain size with the encrypted one, as shown in Figure 9 below. 
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Figure 9. Size of the assessment datasets, plain vs. encrypted.  

We observe that the size of the encrypted datasets is between 10-100 times larger than the 

plain data. This is also a factor that affects the total training time, when encrypted models or 

patterns need to be transmitted. We have estimated that, in our particular experimental 

conditions, the transmission rate is about 2.7 Mbytes per second on a steady regime. Once 

again, the communication means used by MMLL could be replaced by faster ones (dedicated 

transport networks) if needed for a specific application, but when the Internet is used as the 

communication platform, rates like this one are expected. We have measured the total 

amount of transmitted information as depicted in the following sample Figures (the 

complete set is available in D6.2):  
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(a) 

 

(b) 
Figure 10. Examples of transmitted information, processing and transmission times as a function of the No. of workers.  

We observe that the amount of transmitted information by both the master and workers is 

below the reference thresholds (10x the dataset size3). In other cases, we have observed 

that, when the dataset is very small, the overhead transmission costs dominate and the ratio 

is higher, but for average or large sized dataset, the test is passed since the amount of 

transmitted information is mainly lower than 10 times the dataset size.  

 

3 In POMs 4 and 5, that operate in the encrypted domain, the reference dataset size is defined using the 

encrypted version of the dataset, using the corresponding key length. 
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3.6 Scalability assessment 

A thorough analysis of the scalability has been performed and the results are detailed in 

Deliverable 6.2. Here we summarize the results. 

3.6.1 Federated POMS 

Scalability in terms of amount of data 

We have tested every algorithm using 3 different datasets that contain different numbers of 

training samples. 

The next pictures represent the training time as a function of the number of training samples 

in POM 1. According to the number of features we can observe different behaviours in terms 

of scalability. 
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Figure 11. Training time as a function of the number of training samples in POM 1 

Typically, the runtime increases with the number of training samples. However, every 

dataset is different and has associated a different number of training steps until 

convergence. For this reason, in some cases such as the Neural Networks for regression, we 

can observe how the runtime decreases because an increase of input features has motivated 

a decrease in the training iterations. 

Scalability in terms of data owners: 

The following pictures contain the training time when N workers (data providers) are 

running divided by the training time when there is only 1 data provider. 
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Figure 12. training time when N workers (data providers) are running divided by the training time when there is only 1 

data provider 

POM1 scales better. It doesn't need encryption and the master node can broadcast the 

information to the worker nodes at the same time in every iteration. We can see how the 

training time increases linearly with the number of workers due to the bottleneck associated 

to receive the information from every worker after every iteration. 

In POM2 the scalability decrease respect to POM1. The master node encrypts the 

information once (the encryption key is the same for every worker) but it needs to decrypt 

the information received by every worker. 

POM3 cannot make use of the broadcast command (and the communication is one of the 

bottlenecks in federated learning). That is why the runtime is higher and achieves poorer 

scalability than POM1 and POM2 since in every iteration POM3 has to encrypt and decrypt 

the information for every worker. 

Scalability in terms of input features: 

We have tested every algorithm using 3 different datasets that contains different number of 

input features. 

The next pictures represent the training time as a function of the number of input features in 

POM1. According to the number of features we can observe different behaviours in terms of 

scalability. 
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Figure 13. Training time as a function of the number of input features in POM1. 

Typically, the runtime increases with the number of input features. However, we are 

working with different datasets and problems and in the case of Neural Networks for 

regression, we can observe how the runtime decreases because an increase of input 

features has motivated a decrease in the training iterations. 
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3.6.2 Semi Honest POMS 

Scalability w.r.t. No. training patterns 

We have measured the training time in datasets with different number of training patterns, 

as indicated in the next sample Figures (the complete set is available in D6.2):  

 

(a) 

 

(b) 
Figure 14. Examples of training time as a function of the No. of training patterns.  

 

Although it may seem at first glance that a quadratic growing may be observed, actually the 

best fit to these measurements is obtained using a polynomial curve which is a linear 
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function of both the number of training patterns (P) and the number of input features, i.e. 

(F), as in Figure 14 (a) and (b). In these cases the complexity is O(PF) and therefore the 

behaviour is linear with respect to the number of training patterns. For instance, the 

observed large growth in Figure 14  (a) from 26.000 patterns (Income) to 50.000 (MNIST) is 

mainly due to the fact that the number of features grows from 107 to 784. In other cases, 

the complexity has a better fit with respect to the model size (number of centroids, C), as in 

the case depicted in Figure 14 (c), where be observe a good fit with a complexity estimation 

of O(PC). Analogous reasoning can be applied to the corresponding figures for most of the 

algorithms, all of them depicted in D6.2.  

Scalability w.r.t. No. workers 

We have plotted the training time of every dataset when an increasing number of workers 

are used. Some typical observed evolution of training times is depicted in the Figures below:  

 

(a) 
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(b) 

 

(c) 
Figure 15. Typical examples of training time as a function of the No. of workers: POM6 in (a), POM4 in (b), POM5 in (c).  

We observe in Figure 15 (a) that, in the case of POM6, the training time grows linearly with 

the number of workers because the protocols used need the cooperation between 

aggregator and the workers to compute the results, and more workers means more serial 

interactions between aggregator and workers, plus the needed communications. No 

quadratic dependence is observed with respect to the number of workers, so the test is 

positive in these cases. In the POM4 case (b), we observe that the training time is almost 

independent of the number of workers, since the encrypted data is first transmitted to the 

aggregator and the training interactions mainly take place between the aggregator and the 

cryptonode, irrespectively of the number of contributing users. In any case, no quadratic 

dependence is observed with respect to the number of workers, so the test is also positive. 
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In the POM5 case (c), we observe that the training time decreases with the number of 

workers. This is due to the fact that computations take mainly place in the workers, since 

they operate their local data with the received encrypted model, and more workers means 

less data in every one of them4, and therefore the total computation time is reduced, since 

the needed operations are run in parallel. No quadratic growth is observed with respect to 

the number of workers, so the test is also positive. 

 

Scalability w.r.t. No. features 

We have represented the training time in datasets with different number of input features, 

as indicated in Figure 16:  

 

(a) 

 

4 Remember that in all experiments, the same amount of data has been used, so if 2 workers are used, each 

worker has half the data, for 10 workers, each has 1/10 of the data and so on.  
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(b) 
Figure 16. Examples of training time as a function of the No. of input features.  

Again, we observe a linear relationship with both the number of training patterns (P) and the 

number of input features (F), i.e., the complexity is O(PF) in cases (a) and (b), and complexity 

O(PC) in case (c). Therefore, the behaviour is also linear with respect to the number of input 

features, the test being positive in all cases. Further details can be found in D6.2. 

4 Use cases perspective 

To complete the overview of the MUSKETEER platform in terms of impact and assessment, 

we organized two interviews with COMAU and Stellantis5, Biotronics3D and Hygeia6  to add 

the “use case perspectives” regarding the platform assessment. Considering that different 

assessments were already performed regarding use cases (mainly D7.5 “Use case execution 

and KPI evaluation in the Smart Manufacturing domain” and D7.6 “Use case execution and 

KPI evaluation in the Health domain”), this interview focused more on the high-level impact, 

exploitation, and future research areas. Besides, it provides useful dissemination material as 

expected by the description of the deliverable D8.6. It will be used for the MUSKETEER blog 

and for partners’ dissemination. 

 

 

5 The interview was recorded on October 18, 2021. The speakers are Chiara Napione from Comau and Giacomo 

Fecondo from Stellantis. The interview was conducted by Antoine Garnier & Tobias Prasse from IDSA. 

6 The interview was recorded on October 15, 2021. The speakers are. The interview was conducted by Antoine 

Garnier & Nora Gras from IDSA. 
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4.1 Assessment of the MUSKETEER platform from the Smart Manufacturing 

use case perspective 

4.1.1 Completion of the evaluation scenario for the smart manufacturing use case 

Chiara Napione (COMAU) 

With the use of the MUSKETEER platform, COMAU will have some positive impact on the 

quality of the welding process and the final product. In fact, we are now able to learn from 

data coming from welding robots from different factories, working in the field. This data is 

much richer than the one collected only in the COMAU plant before the robots are delivered 

to the customers. For instance, when a robot is completely new, it doesn't have a lot of 

problems: we are in a protected environment. On the contrary, when data comes from the 

factory field, it contains more information about actual failures and in turn we have more 

possibilities to prevent them. 

Moreover, instead of monitoring only some samples of welded points, customers like 

Stellantis, will be able to monitor all of them. The model trained on a large quantity of data 

coming from different factories, will be very accurate and there will be a serious 

improvement. Moreover, it will be possible to classify not only a sample but all the welded 

points. 

Giacomo Fecondo (Stellantis) 

From my point of view, the most important result is to have understood that the use of a 

Federated Learning architecture can improve the welding process, thanks to the data 

collection based on collaboration between participants. It should be remembered that, in 

the case of factories, the introduction of Internet of Things (IoT) did not start from scratch, 

the so-called greenfield, was built on top of existing deployments, the so-called brownfield. 

So, with COMAU, one of Stellantis’ robot providers we had the possibility with this project to 

positively evaluate the pros of this kind of data, architecture and new algorithms. Currently 

we have some non-destructive testing with the ultrasound as mentioned before based on 

sample analysis. But, as said before, now we can have a full comprehension of the process 

and the behaviour of the robot thanks to the algorithm. We have a deeper understanding of 

equipment operations at the welding process. This will drive future improvements in 

maintenance. 

About the reduction of the number of person hours needed to configure the robots?  

Chiara Napione 

Less operators would eventually be involved in the setting process because the model will be 

able to detect the best set of welding parameters in order to maximize the welding quality.  
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Does it also mean a reduction of robot maintenance costs?  

Chiara Napione 

I think so because you can optimize the maintenance. Analysing the data constantly, you 

can see when the process is changing and it is going to have a failure, you can keep track of 

the slow degradation of the robot, look at it and anticipate the breakdowns. If you have an 

idea of the degradation of your equipment, you can organize your maintenance in advance 

and plan to install and repair things, for example.  

Giacomo Fecondo 

At Stellantis, we might improve our maintenance activities going adopting the prognostic 

approach. In other words, this is not only maintenance happening on a predefined schedule, 

but a more dynamic and case-by-case approach using AI and based on the behaviour of the 

robot.  

4.1.2 Completion of MUSKETEER objectives 

Machine Learning over a high variety of different privacy-preserving scenarios (O.1) How was 

it to use the different POMs?  

Chiara Napione 

I think that you have to find a balance between the privacy you need and the algorithm 

that you use, and how much time you can wait. That’s because POM’s encryption 

requirements are of course more effective, but their processing might be very long. It 

depends on how much training time is important for your use case. We chose POM3 for our 

use case, but we also tried POM1 (less secured) for some tests. The results are similar, but 

you must wait longer to get them in POM3. For the future a scheme to simply understand 

performance of an algorithm over security (and time) might be useful, because a lot of 

parameters come into play. 

Giacomo Fecondo 

I would like to add something. The introduction of the IoT and Industry 4.0 concepts are 

driving a shift in the context of data generated by the field, and the convergence of the IT 

and OT. Safety and reliability principles for instance, typical of oT environments, are now 

interweaving with cybersecurity principles from IT environments. POMs are very interesting 

for us if we carefully chose POMs reflecting our need (depending on the role of a participant, 

of the aggregate and the level of protection required for the data. In other words, POMs are 

very useful here as they offer different privacy levels for adapted to different shopfloor 

activities. 
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Definition of several Privacy Operation Modes (POMs) to provide compliance with the legal 

and confidentiality restrictions of most industrial scenarios (O1.1)?  

Giacomo Fecondo 

On the legal aspect, we have found that privacy related issues should increase, for example, 

considering the adoption of human-robot collaboration technologies. With increasing 

volume of data, personal data might come into play and potential identification of 

employees may become an important problem to face with. Again, the project gave us the 

possibility to have a look at this topic. For instance, the rise of co-bots might trigger more 

personal data related issues (more sophisticated, they could manage more information 

related to specific people). 

Chiara Napione 

Yes, I agree. COMAU sells a lot of different types of equipment. All the machines have access 

to a lot of data and this might trigger issues because with so many sources, you get a 360 

view on the shopfloor activity. This inevitably raises concerns about privacy. 

About creating predictive models without directly exposing them to the data consumers 

(O1.2), has it been achieved successful by the project in your opinion? Is the question of 

accountability important for instance? 

Chiara Napione 

Ok, so as end-users we feel secured, for two reasons. The first is that a partner in the 

project, Imperial College (IMP), worked on detecting malicious workers, so the platform 

already provides a protection, if participants are malicious. And the second thing is that the 

accountability is also guaranteed by the aggregator of the platform. For example, if 

COMAU has the role of aggregator, it offers to participate to a task (on the platform) and 

sells it as a service. If customers trust the aggregator, that could be enough to ensure trust in 

the whole system. It is also in the interest of COMAU, to have honest participants to 

develop a good/accurate product in the end. 

Complete library of algorithms, having algorithms of different complexity levels (O1.4) 

Anything missing? 

Chiara Napione 

Algorithms requested were added. Some other pre-processing algorithms may be added.  

Have you noticed any interest for the platform for, from external stakeholders? Especially 

from SMEs in your network? (O3.3) 

Chiara Napione 
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We observed a big interest in COMAU when we talked about this project. We involved our 

colleagues and, in their opinion, the idea can be very useful. We didn’t talk about this project 

to our customers or any externals SMEs as far as I’m aware of, but we’ve plans to use the 

results internally. 

Giacomo Fecondo 

We have discussed it for the engineering of prototypes. Today the use of algorithms such as 

those developed in MUSKETEER are used as offline process, and a further improvement 

could be to have them in real time. MUSKETEER brought us closer to that possibility. For 

Stellantis, the offering of such integrated (in the OT) services developed by COMAU and 

based on MUSKETEER technology could be interesting to evaluate to see in turn how to use 

them on our side. 

Fast deployment, installation, and use (O4.4) How true? 

Chiara Napione 

The Client Connector from Engineering is not complicated, if you already have the Docker 

installed, the procedure is pretty standard. Otherwise, you have to install docker and it is a 

little longer. 

Giacomo Fecondo 

I agree. Beside minor issues of compliance with internal policies at the beginning, things 

were straightforward.  

4.1.3 Completion of ICT 13 2018-2019 call objectives 

Citizens' trust is improved as privacy-aware transparency and control features are 

increasingly streamlined across data platforms and Big Data applications. Do you feel 

Citizens' trust was reinforced by mechanisms like those developed in MUSKETEER? 

Chiara Napione 

I think what is very necessary, are large dissemination activities, to increase awareness, and 

the meaning of data privacy. There is a lot of work to do yet, because people in companies 

don't understand, they are still scared in some way, they do not completely trust in big data 

applications. But I also think that our MUSKETEER project is very focused on data privacy. 

We propose a secure platform, a privacy preserving platform – by design and the project has 

been created considering the privacy a primary feature. 

Giacomo Fecondo 
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The adoption of these solutions depends on numerous factors including, of course 

knowledge, awareness as well as the obvious greater benefits compared to the current 

situation. 

Better value-creation from personal and proprietary/industrial data, what about that? 

Chiara Napione 

Comparing the model trained on a single robot and the model trained on 2 different robots, 

we obtained that in the second case, there are significant improvements. If Federated 

Learning is already effective on 2 robots, just imagine how it could be adding multiple 

robots from multiple production lines from multiple factories. No matter what the factory 

is producing as you could ask the robot to perform a diagnostic cycle (specific movement of 

a robot) and learn through it. 

And for the long-term perspective about Federated Learning especially? 

Chiara Napione 

Yes, I think that in the long-term, there will be companies providing platforms allowing data 

collection from other companies, and I think that makes “digital transformation” a real 

transformation. This will offer a really better value creation. 

Giacomo Fecondo 

Federated learning fits well with new factories architecture because we have the edge 

layer instead of a cloud hosting all the data. The distributed approach works well with edge 

computing concept.  

Any figures that you could think of illustrating this point? 

Chiara Napione 

Not really, but a lot of companies would become part of the game if they would understand 

the benefit they could get from such platforms. They would be eager to share data if they 

earn some concrete benefit. Another important point is that there is a big difference 

between markets like the one in the e-commerce sector, where they are data driven and are 

used to exploit data, and markets like automotive, where up to now, nobody has taken real 

advantage of data sharing. In those sectors, there will be the highest impact because there 

is still a lot to do. 
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4.2 Assessment of the MUSKETEER platform from the Health domain use 

case perspective 

4.2.1 Completion of the evaluation scenario for the smart health domain use case 

Improve accuracy of AI algorithms by sharing knowledge from distinct organisations and 

data repositories, supporting cooperation keeping security and privacy of health data 

Joao Correia (Biotronics3D) 

Yes, we were able to train several AI models using the tools provided by the partners. We 

were able to create models with good accuracy, around 90% for some of them. We hope 

now with more data, we can continue to improve these AI models. We are currently running 

final tests, hopefully improving them again. 

Petros Papachristou (Hygeia) 

On our side, the direct benefit we can see, and this is the case in general for AI systems, they 

relieve workers from repetitive tasks, radiologists in our case, especially for studies that are 

classified as “normal”.  They increase safety, they add a safety net if radiologists miss 

something and detect things that were not detected in their routine since they have a lot of 

work already. When you use an AI system based on pre-classified data, it gives you the 

possible findings, stating for instance “this is normal but this area here, you have to see it 

again”. It is probably fine, but it creates this so-called safety net. It prevents mistakes. It is 

not replacing the radiologist but helping him through the image analysis process. And 

additionally, it increases patient safety. 

And about this aspect that such technology would enables the growth of the level of research 

in medical imaging AI tools supported by distributed data repositories  

Joao Correia 

There is definitely this positive outcome, that we will be able to continue to work in the 

prostate cancer specific domain and try to create new models and improving what we have 

already achieved. At the same time, we could start looking to other diseases, for instance, 

liver cancer and other cancers for which we can apply similar approaches by using medical 

imaging to identify and eventually also classify the lesions existing in other organs of the 

human body. The use of the MUSKETEER platform instantiation for healthcare enables us to 

keep working with Hygiea, and maybe also with the other partners to continue the research 

in the area of medical imaging. So, this is very important for us. 

Does it improve also your commercial offer accordingly? 

Joao Correia 
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Yes. At Biotronics 3D (B3D), we offer these medical imaging solutions that already integrate 

with some third-party AI applications. These are external models that we integrate in 3Dnet, 

our platform, to enable automatic features identification in medical imaging to support 

medical diagnosis. And we have lots of customers that are interested in AI and growing their 

application of AI in their specific cases. We will be able not only to work with them and do 

some research but also start the certification of some AI modules (needed for health 

sector, i.e. complying with the medical device regulations and future AI regulations) 

transforming them into products. This opens new opportunities for B3D.  

Petros Papachristou 

And for industrial productivity, when you have an AI system saying that the image is 99.99% 

normal, it is indeed, in general, normal. Because the work of radiologists implies a lot of 

screening, where in most cases there are no findings, such tools are of great help in a lot of 

cancer detection routines, say breast cancer or pelvis cancer, where you save a lot of work. 

It eventually makes it important for both safety and productivity in the end. 

Any improvement that you were not expecting? 

Petros Papachristou 

Such technologies have opportunities in new areas where people are looking for solutions 

like breast cancer, as I said before. 

4.2.2 Completion of MUSKETEER objectives 

Machine Learning over a high variety of different privacy-preserving scenarios (O.1), how 

was the handling of the different POMs from a user point of view? 

Joao Correia 

We started by selecting two POMs at the beginning. As the project evolved, we decided to 

use one of the fastest POMs with the largest number of models available with unlimited 

complexity considering data shared with the platform is anonymised and that participants 

are known trusted parties that shall receive the final model. In this POM (POM1) only 

coefficients of the models are shared with the server, no personal data leave hospitals’ 

premises. POM1 was the best for our use and the fastest. 

And about the definition of several Privacy Operation Modes (POMs) to provide compliance 

with the legal and confidentiality restrictions of most industrial scenarios (O1.1) 

Joao Correia 

As said before, with only coefficients resulting from the training shared (instead of complete 

data), this is satisfactory regarding confidentiality restrictions. And moreover, the work done 

with KU Leven (KUL) on the Data Protection Impact Assessment (DPIA) was a very important 
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step. It enabled us to clear any potential issues related to data privacy. It provides an 

interesting basis for the future as a legal tool attached to the use of MUSKETEER 

instantiations. (B3D is looking to keep using an instantiation of the MUSKETEER platform). 

Petros Papachristou 

On Hygiea’s side, first of all, even before the project, we receive the consent from our 

patients, any patients entering the hospitals, to use their data anonymously for scientific 

reasons. We have the foundation now, to work in the research area. And the good thing is 

that the project proved it can be done without exposing the data of our customers while 

improving algorithms quality through collaboration of different hospitals. So, even in the 

minds of the management, or in the minds of the radiologist, it is clear now, that we could 

fulfil our legal constraints and build useful tools for the daily work at the same time.  It is 

good for the future projects or future products that we’re going to install. 

Complete library of algorithms, having algorithms of different complexity levels (O1.4) How 

useful? What is missing?  

Joao Correia 

We had many interactions with the partners in charge of this part. As we were testing the 

solution, they were still developing those libraries, a difficulty we encountered was to have 

all the algorithms available at the right time for us. 

Enhancing data providers to share their data set thanks to the ability of creating predictive 

models without explicitly giving over their data set (O.3.1) Do you think the solution thought 

in 2018 is still valid today? New concepts/technologies that could complete and/or replace 

what you developed? 

Joao Correia 

From our side, I think this is very still very state of the art as far as we know. We identified 

other frameworks that enables federated learning, we didn't find anything more advanced 

than our MUSKETEER platform. 

And about accountability, Mark from IBM mentioned it as a potential improvement (avoiding 

the platform to be complete black box for its users)?  

Joao Correia 

Well, the way we think the implementation in health is that all partners that will be 

providing their updates to the training of AI models will be partners that know each other 

and that agree to participate in these projects. So, in health care, we don't see this model of 

participating and providing data without knowing who the partners are and who is building 
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the model and so on. This will be even more so considering that in the end, the AI models 

need to be certified, it is very important to know the provenance of that data. 

 

Allowing to measure the impact of every data owner on the accuracy of the predictive 

models (O3.2) How important is that for you? 

Joao Correia 

I think yes, it is important. With so many start-ups and companies trying to access data, 

measuring the impact could be interesting - to see how to compensate entities that provide 

the better part of the training. We have other projects, where data is compensated through 

a fee to hospitals whenever a model based on their data is built (in that specific case, the 

rewarding is only based the hospital participation, not the specific impact of its data). 

About European SMEs involvement (O3.3) Did you witness anything? From externals in your 

network 

Joao Correia 

So, for instance, we have some partners developing AI tools that are very interested in the 

possibility to train models offering large infrastructure + access to data without legal 

infringement. It is very interesting. Many AI developers are currently using mostly public 

data sets. Platforms (as MUSKETEER) offer ways to go beyond that limit offering access to 

different types of populations for instance (some data sets are very specific about certain 

people, and countries). 

About allowing interoperability with Big Data frameworks by providing portability 

mechanisms (O4.2)? Let’s take the example of Gaia-X? 

Joao Correia 

It is indeed very important for us. In the health sector, we have DICOM (image) and HL7 (any 

other documents) standards. Interoperability of AI models, and pre-processing methods are 

very important for the completion of trainings. 3Dnet, our platform, is already a cloud 

solution relying on different cloud providers. In the last months, we’ve been looking to Gaia 

X, as they are offering solutions non-US based. Important as it might be required from 

European hospitals, we’re interested in. 

 

4.2.3 Completion of ICT 13 2018-2019 call objectives 

Personal data protection is improved, and compliance with the General Data Protection 

Regulation (and other relevant legislation) is made easier for economic operators 
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Joao Correia 

Yes. We feel comfortable with that aspect. In the health sector, we already have very strict 

directives and regulations in the way that the personal data is processed. So, I mean, for us, 

of course, there are new important requirements in the GDPR, but most of the challenges 

regarding data, privacy, and security were already under scrutiny/ tackled in the health 

sector.  Additionally, of course, within the project, the DPIA was a very important exercise 

and tool for the future. 

Christina Kotsiopoulou (HYGEIA Hospital – InteropEHRate) 

On our side I don't think we're going to face any problems, because from the moment that 

the patient enters a hospital, we are compliant to the GDPR. Additionally, as said by Joao, 

the help of KUL with the DPIA made sure that we were completely fine according to the 

GDPR. 

Citizens' trust is improved as privacy-aware transparency and control features are 

increasingly streamlined across data platforms and Big Data applications.  

Joao Correia 

Radiologists and medical staff are more confident with the processing of the data now 

(about the fact that the data of their patients are not shared or leave the hospital). From the 

patient perspective, it is important they learn about this project, and show that the 

industry is taking care of the privacy aspect and their data is used in a GDPR compliant way.  

Christina Kotsiopoulou 

It is important to ensure that from the patient’s point of view, their data is secured. They 

know beforehand that a protocol is in place to protect their data, treated accordingly to 

GDPR. 

Better value-creation from personal and proprietary/industrial data. On the long-term 

perspective? 

Petros Papachristou 

AI algorithms need a lot of data to be trained and MUSKETEER enables collaboration and 

access to these large troves of data (in order to improve and validate algorithms). It is 

already a great achievement. Another point, by-product of the project let’s say, is that 

usually the data is not formatted correctly. But now, knowing the power of the technology, 

radiologists are “incentivized” so to say to report in a structured way (to benefit from large 

data sets, and eventually great new tools)  

Joao Correia 
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In the UK there is a lack of radiologists, professionals able to interpret images and write 

reports. It is important to have new tools to enable quicker identification of points of 

interest and allow radiologists to report about more patients. AI ’solutions are needed to 

improve the daily workflow supporting doctors to make quicker and better decisions. This 

is important for the patient outcome ensuring no one is left behind. True in the EU. 

Increase in the number of data provider organisations in the personal and industrial data 

platforms, do you see any improvement here thanks to MUSKETEER?  

Petros Papachristou 

On the contrary, as a group of hospitals, with Hygeia we’re interested in exploiting it as the 

competitive advantage! 

5 Conclusion 

This deliverable presented a general evaluation and impact assessment of the MUSKETEER 

platform. After the introduction in Chapter 1, Chapter 2 recalled the different objectives 

assigned to the MUSKETEER project. Then, Chapter 3 presented the assessment of the 

MUSKETEER platform form an implementation and technical point of view. Main technical 

findings of the project include the importance of a sound software engineering, conceived 

from the beginning to provide integration, scalability and openness (of interfaces), the 

development of a trustworthy security architecture through: sound security architecture of 

the platform, use of encryption to protect data confidentiality, robustness to data 

perturbation attacks at both training and deployment time and the demonstration of 

scalability (depending on platform features used and context of use) but sufficient to show 

application in realistic use cases. Chapter 4 added the assessment point of view of the two 

use cases to complete this evaluation and impact assessment. Main business findings include 

the interest of the platform as an enabler allowing to train models that would be difficult to 

train otherwise, with evidence of a clear business advantage, even if we are only in the early 

stages of discovery and adoption of this technology with a lot more to gain. Finally, the 

project showed some directions for future work including maintaining data 

provenance/accountability, certification, robustness to novel/emerging forms of attacks. 

Chapter 5 is concluding the deliverable. 
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